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Introduction
Two main mechanisms are described in TR 23.851 for redirection of non-supporting UEs in a MOCN. One is a RAN centric approach that allocates routing and forwarding means at the RNC. Further the RNC needs to process NAS messages. The other is a CN centric approach that keeps all MM related signalling and processing in MSC/SGSN. The RAN provides only a transparent signalling link between CN nodes of different CN operators.
Both mechanisms are discusses and compared in the following.
Discussion of the RAN centric approach

This discussion copies the bullet points of mechanism 1) from the network sharing TR (4.1. Assignment of CN operator and CN node). Discussion text is added to the individual bullets as there is no concept yet, which these bullets are adopted by a final approach. Furthermore, these bullets describe obviously some alternatives, which require a selection to avoid multiple options in the standard. The text taken from the TR is in cursive. 
In case of MOCN the redirection to another CN operator requires a change of the CN node until a CN node is found that serves the UE. Possible mechanisms to do this are:

1. The CN node may indicate to RNC that the initial NAS message should be forwarded to a node of another CN operator. Other information, like current value of N(SD), subscriber’s identity (IMSI), unused authentication vectors, and ’list of already tried PLMN IDs ‘ may be forwarded too. The following mechanisms for handling of the redirection in the RNC have been identified:    Discussion: This is more than an initial NAS message. The MSC/SGSN needs to collect data and aggregate these data during MM procedures with the initial NAS message for sending to the RNC. The RNC needs to receive this new message(s), perform a routing decision and send it to another MSC/SGSN. The other MSC/SGSN initializes an MM entity with the data received and proceeds from the received MM status. Further forwarding(s) may occur.
a. The RNC keeps track of what CN operators has been tried during the assignment procedure.  This can be done either through a ‘list of already tried PLMN IDs’ that is sent back and forth to the CN operators’ nodes or through an information kept in the RNC during the assignment procedure. It is ffs which of these two methods is the best. Discussion: Keeping track means the RNC establishes a context or implements other new functionality that processes an address list, which is stored and forwarded by MSC/SGSN during an MM procedure. It should be noted that such information is deleted after an update/attach attempt and newly created at a retry. Otherwise RNC needs to analyse identity in NAS message and keep context during retries.
b. Redirecting in RNC based on a random or weighted random selection to one of the remaining CN operators may be done. This ensures a statistical distribution between the available CN operators. Discussion: The time available for an attach/update attempt may not allow to try all CNs. A low attach/update failure rate requires therefore a statistics providing sufficient high probability that each connected CN is is tried during the whole attach/update process. Without a context maintained during all retries it is not unlikely that for some UEs always the same not supporting CNs are tried. Furthermore, such a non-deterministic search for a serving CN results in  delays.
c. Redirecting in RNC based on the IMSI passed from the CN node may be done. The IMSI analysis may be simple e.g. only recognizing IMSI’s of the CN operators of the MOCN, or may be more extensive based on roaming agreement information of the sharing CN operators configured into the RNC. To what extent IMSI analysis is done may be implementation specific. Discussion: This requires the configuration of all roaming agreements in the RNC. It may optimize the handling of the users belonging to the sharing CNs. If not all roaming agreements are configured or if user specific restrictions apply to such roamers the problem described under b) exists. For example, the HPLMN of an IMSI might be supported by a roaming agreement. But for an individual UE it might be not allowed so that a number of CNs has to be tried, which results in the problem of available time.
d. Preventing the UE from timing out during the assignment procedure may be handled by counting the number of redirects or measuring the time duration of the assignment procedure. If a redirect limit or time limit is passed when the RNC receives a new redirect request from a CN node, the RNC may simply drop the whole registration message. The UE is then expected to resend the registration request. If the redirect counter or redirect timer is kept in RNC or passed back and forth between the CN operators’ nodes is ffs. Discussion: counting retries requires an context in RNC and/or MSC/SGSN during all retries. RNC would be required to read IMSI from NAS messages to identify retries. If stored in MSC/SGSN: how does RNC routes to the MSC/SGSN that hold the context between retries? Note that the signaling connection is released between retries. 
e. The setting of an appropriate cause code in the NAS registration reject message if all CN operators has rejected before redirect count limit or redirect timeout must be handled. This may include solutions such as never returning any NAS registration reject message to the UE, a cause code ranking in the RNC and modification of the cause code in the NAS reject message by the RNC, or any other more or less advanced setting of the cause code in collaboration between RNC and CN-nodes. The solution for how to handle the setting of the cause code is ffs. Discussion: Never returning a NAS message delays or in worst case prevents that the UE finds a serving network as the proceeding of the UE depends on the received cause code. Returning proper reject causes requires the RNC to analyse and modify NAS messages. E.g. when in an area only two from three CNs are available and the two indicate roaming not allowed in PLMN, the RNC needs to set LA/RA not allowed as the UE might be allowed to roam at the third CN in another part of the shared area.
A problem not yet discussed are the security mechanisms. When a first tried CN authenticated the UE/user successfully and the user’s subscription does not allow this specific CN another CN might be tried. The authentication status and security context needs to be transferred between CNs. Or, shall the next CN immediately re-authenticate ?
It remains the question whether this approach can ever send an attach/update reject as it seems not always possible to know that really none of the CNs serves the UE ? Does this prevent the search for another PLMN ? 
Discussion of the CN centric approach

This approach allows to keep a context during the attach/update retries. When the update/attach attempt by the UE is not answered within 20 seconds (24.008) the UE releases the RR connection. Latest with the first retry the UE indicates the IMSI in the request and no longer any TMSI. The use of the IMSI results in the same NRI for all retries. This allows to keep a context in MSC/SGSN as all retries are routed by the NRI to the same CN node. This CN node may even during the 15 seconds, which the UE waits before establishing a new RR connection for a retry, ask another CN node whether it would serve the IMSI. The concatenation of all four retry periods (20 seconds RR connection and 15 second waiting before establishing a new RR connection for another retry) gives enough time for deterministic try of all connected CNs.
Comparison
With the RAN centric approach there is a certain percentage of UEs that get no service. Because of the stochastic elements there is the low risk that retries are always routed to the same not supporting CNs. The percentage depends on the number of connected CNs, the number of CNs that can be tried during one attach/update attempt and on the probability which is configured for the selection of a specific CN. The CN centric approach allows for deterministic attach/update attempts at all CNs also when there not only two or three connected CNs

The RAN centric approach requires specific redirection functionality in RNC and in MSC/SGSN. The CN centric approach has slightly more CN functionality. But it requires from the RNC only the provision of a signalling connection between two CN nodes. The CN centric approach keeps all MM processing and NAS signalling in the CN while the RAN centric approach allocates some MM/CN functionality at the RNC.

The CN centric approach has a shorter mean attach/update time as it does not retry the same CN.
A routing/forwarding decision by the RAN can be used for the CN centric approach in the same way as described for the RAN centric approach by sending a bitmap of already tried CNs. In difference to the RAN centric approach the concept of the CN centric approach implies a context that is kept for all retries. Nonetheless any effort for such RAN functionality is better avoided. The initially selected CN node (e.g. by the NRI from IMSI) provides already a distribution of roaming UEs between CNs.
