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	Tdoc #
	Source
	Title
	Summary
	Proposed Conclusion

	S2-041105
	S3-040188
	Liaison on Service Discovery of BSF and PKI portal
	To: SA2 
SA3 has progressed their work under WI Support for Subscriber’s Certificate and identified that service discovery and provisioning function must be specified to locate the service address of BSF (Bootstrapping Service Function) and PKI portal. Two contributions were proposed and also accepted in SA3#32 for this purpose, as shown in revision marks in the attached two specifications. Please note that these drafts include only the changes agreed in SA3 on this issue, other changes have been agreed against the versions 1.0.0, but they are not yet included in these drafts.

SA3 understands that the judgement falls into expertise of SA2, thus would like to invite their review to the contributions.

Actions: SA3 kindly invites review of SA2 on the attached draft TSs.
	Open

(Postponed from the last meeting)

	S2-041106
	S3-040200
	LS on HTTP based services and order of procedures
	To: SA4, SA2 Cc: CN1

TSG WG SA3 has studied the usage of Generic Bootstrapping Architecture (GBA) in MBMS in SA3#32 meeting. When discussing the usage of HTTP digest authentication in the attached document (S3-040058) the following issues were raised.  

1. SA3 is considering HTTP digest authentication as a mechanism to authenticate an MBMS user to the BM-SC on the application layer. SA3 would kindly ask if SA4 see any problems or issues in using HTTP based authentication mechanism for MBMS? The current understanding of SA3 is that using HTTP based authentication for MBMS would not restrict MBMS to use only HTTP based services. 

2. SA2 has indicated to SA3 in LS S2-040458 (Cc to SA4) that SA4 is responsible for specifying certain application layer mechanisms for MBMS such as application layer joining to MBMS service. Since the application layer joining may be related to the work of SA3, e.g. user authentication, SA3 would like to ask SA4 what is meant with application layer joining? SA3 would also like to ask whether SA4 sees if and how the application layer joining is related to user authentication, for example to the HTTP digest procedure described in the attached document S3-040058?

3. The understanding of SA3 is that the application layer joining procedure (specified by SA4) and application layer user authentication procedure (specified by SA3) have to take place before the bearer level joining procedure (specified by SA2). Especially, these application layer procedures need to take place before the MBMS authorization request is sent from the GGSN to the BM-SC (step 3, MBMS Multicast Service Activation procedure in chapter 8.2 of TS 23.246). SA3 would kindly ask if this is also the understanding of SA4 and SA2 regarding the order of procedures? SA3 would also like to ask SA2 and SA4 to comment on the relation of application layer joining procedure and bearer level joining procedure. 

Actions to SA4

SA4 is kindly asked to comment on the following issues:

· Does SA4 see any problems or issues in using HTTP based authentication mechanism for MBMS?

· Do SA4 foresee any procedures for application layer joining?

· Does SA4 see if and how the application layer joining is related to user authentication, for example to the HTTP digest procedure described in the attached document S3-040058?

· What is the understanding of SA4 regarding the order of procedures described in point 3?

· SA3 would also like to ask SA4 to comment on the relation of application layer joining procedure and bearer level joining procedure.

Actions to SA2

SA2 is kindly asked to comment on the following issues:

· What is the understanding of SA2 regarding the order of procedures described in point 3?

· SA3 would also like to ask SA2 to comment on the relation of application layer joining procedure and bearer level joining procedure.


	FW to MBMS

postponed from the last meeting

	S2-041107
	N3-040106
	LS on MGCF requesting sequential forking
	To: SA2 Cc: CN1
CN3 is studying measures required for IMS/CS interworking in Rel-6 to support forking in IMS in a CS originated case. The CS originated case seems to be particularly problematic, if early media streams (announcements, etc.) are expected to be received simultaneously from multiple early IMS sessions.

The handling of early media would become simpler, and adverse effects such as possible speech clipping for a certain duration after the callee answers could be avoided, if only sequential forking was performed by the IMS for PSTN originating calls.

“draft-ietf-sip-callerprefs” offers an SIP client the possibility to request that SIP proxies perform only sequential forking. Using this draft, the MGCF could request sequential forking for PSTN originated calls.

However, as this would limit the possibilities for handling the call by CSCFs to a certain extent, CN3 seeks guidance if such a limitation would be acceptable.

Action to SA2: CN3 seeks guidance if it is acceptable that the MGCF request sequential forking using “draft-ietf-sip-callerprefs”. 

	Open
(Postponed from the last meeting)

	S2-041108
	N3-040111
	LS reply to RTP / RTCP split
	To: SA2 Cc: CN1

CN3 thanks SA2 for its LS on RTP RTCP split, and want to communicate the result of the debate on the actions proposed there.

Action 1: To verify the following SA2 understanding of the Stage 3 IMS specifications
· “The Flow Identifiers supplied by the UE are capable of indicating RTP and RTCP flows separately”

Yes. This capability is available since the beginning of the Go interface, and so it was stated in LS N3-020741 to SA2.

· “The algorithm for deriving the authorised bandwidth at the PDF considers RTP and RTCP separately”

Yes. The algorithms were revised in CN3#29 in that sense.

· “Current description of the 'policing' of the UE's choice of IP Flow to PDP Context mapping at the PDF in 29.208 is only based on the 'Keep It Separate' indicator”

Policy on the grouping of media components in PDP contexts is not described in 29.208 (except in Annex A), but in 29.207.

Accordingly to RFC3524 and TS 24.229, the attribute used for media component grouping is not a KIS indicator but an optional SRF attribute. During the discussions in CN3 it was questioned how, when several media components are grouped in the same PDP context using the SRF indicator, the RTP and the RTCP can be separated. The optional SRF attribute applies on media component basis, not IP flow basis, so how can the P-CSCF indicate to the PDF and the UE that some media components are grouped in the same SRF but the RTCP flows are in another SRF. CN3 would like to ask SA2 an opinion on that.

· “in  Annex A (informative) of 29.208, following sentence can be found “Each pack of IP flow(s) described by a media component must all be carried on the same PDP context” but no enforcement of this policy is described in the document.”

CN3 confirms that no enforcement of this policy is described in their specifications.

· “SA2 would also like to know CN3 opinion on whether there are procedures that are missing / do not work if RTP and RTCP are sent over different PDP contexts?”

The actual procedures would allow for RTP and RTCP to be sent over separate PDP context if such separation were possible according to SDP indicators. The only policy in place in R5 is to check the violation of the grouping indicator. 

There is however the exception of the removal of media component procedure. In the description of this procedure in 29.207, RTP and RTCP are considered to be in the same PDP context and this procedure does not work if RTP and RTCP are separate in 2 PDP contexts, as only 1PDP context would be removed.

Action 2: If SA2 understanding is correct, and if felt necessary by CN3, to include a clarification in the relevant specifications

As the RTP/RTCP split involves discussions in several other groups (SA2, RAN2 at least), CN3 decided not to make any changes to its specifications until a final decision is taken in SA2.

Action 3: To answer to the question(s) in section 1 of the SA2 LS


Done together with action 1.

Action to SA2 group: CN3 would like to ask to SA2 how can the P-CSCF indicate to the PDF and the UE that some media components are grouped in the same SRF group but the RTCP flows are in another SRF group.


	Open

(Postponed from the last meeting)

	S2-041109
	N3-040112
	LS on early media and IMS/CS interworking
	To: CN1, SA2 

CN3 is studying measures required for IMS/CS interworking in Rel-6 to support forking in IMS in a CS originated case. The CS originated case seems to be especially problematic, if early media streams (announcements, etc.) are expected to be received from multiple early IMS sessions. 

Problems identified by CN3:

· The MGCF/IM-MGW has no means to know which early session will turn to the final session and, consequently, is unable to connect the corresponding early media stream towards the CS network. 

· Connecting multiple early media streams towards the CS network at the same time is also problematic: The capacity/bandwidth limit of the traffic channel probably causes dropping of contents, the receiver (i.e. the calling party) gets mixed and interleaved pieces of early media streams which may be totally incomprehensible. 

· Early media streams from IMS, if they exist in an audio/speech session, go on for a while after the final response has been received by the MGCF and block or disturb the media stream of the established session to be sent towards the CS network. 

The ringing tone sent by the IM-MGW towards the CS network blocks any possible early media streams from the IMS to be sent to the CS network until the first SIP dialogue becomes final.

CN3 is not aware of real use cases for IMS originated early media in Rel-6 IMS speech/audio calls. If there are no such use cases in Rel-6, there is no need for CN3 to develop measures for handling early media streams in CS originating calls with IMS/CS interworking. 

Action to CN1 and SA2 group:
CN3 asks CN1 and SA2 to clarify, whether there are early media use cases for CS originated audio/speech calls in Rel-6 IMS, and whether CN3 shall define measures for handling early media received from IMS with the IMS/CS interworking. Further, if the early media from the IMS shall be supported, CN3 would like to know, whether CN1 and SA2 are in favour of a certain way to handle the early media in the IM-MGW (refer to the problems described above). 

	Open

(Postponed from the last meeting)

	S2-041110
	Greg Hayes, Chairman Wi-Fi Alliance Public Access Task Group
	Request for comment and liaison statement
	From: Greg Hayes, Chairman Wi-Fi Alliance Public Access Task Group

As you know, the Wi-Fi Alliance established a task group to address market requirements for public access Wi-Fi connectivity – with the goal of accelerating this market by standardizing and reducing the costs of deploying Wi-Fi infrastructure for hotspot access.  The Public Access task group completed its 1.0 draft of this market requirements document (MRD) and is seeking comment on it.  

As a strategic organization that we seek to maintain a current liaison relationship with, the Wi-Fi Alliance formally requests your review and comments on this document.  We welcome feedback on all aspects of the document with special attention on: 

· Applicability and accuracy of these market requirements for your application and constituency 

· Significant omissions of relevant reference materials (from your or other influential organizations)

· Potential for alignment of the work of our organizations, leveraging the efforts and work completed by both

Although our MRD draft is marked confidential, this letter gives 3GPP permission to openly post it in the regular manner that we understand documents are shared with your participants.  

We have created a simple form for communicating your feedback, which will be sent with the MRD.  Use this form as a guideline, but please amend it as necessary to suit your needs in giving a full response.  

As we agreed, the deadline for feedback that can be included in our documents is April 30, 2004.  

Comments or questions may be forwarded to the chairmen of this task group – Greg Hayes greg_hayes@infonet.com and Joel Short, jshort@nomadix.com.

We look forward to your feedback and stand ready to work together to accelerate the public access market.  


	Open

	S2-041111
	ETSI TC-TISPAN
	About E.112 Requirements
	To: SA2

Action/Decision Requested:

This liaison is sent in response to your liaison Tdoc S2-041032 from SA2 #38 (16-20 Feb. 2004, Atlanta).

Please consider our answers that are marked red in your original text in order to easily identify them.

1. Introduction

There has been an exchange of liaisons between ETSI TISPAN and 3GPP concerning E112 requirements for wireless networks. There are, however, still some areas of understanding that need to be resolved. SA2 thanks TISPAN for its liaison and looks forward to continued co-operation in the future on the citizen to authority initiative.

TISPAN invites 3GPPs co-operation for two further initiatives: Authority to authority and authority to citizen. While 3GPP may eventually get involved in these second and third initiatives (Priority Access and MBMS are capabilities that might be candidate technologies), cooperation should be limited for the time being to satisfying the requirements for the “citizen-to authority” initiative (emergency calls).

                         TISPAN acknowledges the fact that 3GPP SA2 is not working on the two last initiatives at this time but welcomes the fact that co-operation will occur on the citizen to authority issues.

This liaison is in answer to the last liaison, from the second meeting of TISPAN.

2. Issues for clarification

2.1
In TISPANs opening remarks about the attached documents, it is stated that you will reference the 3GPP standards for LCS Service description stage 1 and 2. 

We would like to confirm our common understanding that 3GPP should develop Stage 1 and 2 requirements for emergency calls for wireless networks, using SR 002 180 as high level requirements.  These requirements will be added to 3GPP specifications as needed.  Any resulting protocol requirements for the interfaces between the PSAPs and the Wireless Networks will be forwarded from 3GPP to TISPAN for implementation.  In addition, the PSAPs themselves may have requirements which should be documented by TISPAN and forwarded to 3GPP to ensure that 3GPP satisfy those requirements.

TISPAN acknowledges that the Stage 1 and 2 requirements for emergency calls for wireless networks is the responsibility of 3GPP. TISPAN will work on the fixed network aspects of emergency calls and the LIF protocol. We intend to start work soon on the PSAP requirements for NGN environments and will keep you informed of developments. The latest draft of the revised LIF protocol specification is attached for your information. It is intended to finalise and approve this in TISPAN # 3 in the last week of April 2004 and we would welcome any comments.

2.2
Due to the possible configuration of transit networks in some countries, it is possible that the identity of the originating network might not be known to the PSAP (e.g., SIM-less mobiles, or roaming cases).  If this were to happen, the PSAP would not be able to route a location query back to the originating wireless network in order to retrieve the mobile caller’s location.  Although this was discussed in the last liaison from TISPAN and not identified by the EU as a requirement, some companies in 3GPP consider it important to be included as a national option. 

In the roaming case there is work ongoing in OMA where MLP version 3.1 is hoped to provide the syntax of the location information. The specification of ISUP v4 could convey this information. We are awaiting the outcome of the work in OMA on the new LIF specification. The national implementation of compatible protocols to ISUP v4 is outside the remit of standardisation.

2.3
Despite the fact that TISPAN states that it is unaware that the requirement for SIM – less emergency calls is a pan-European requirement, some companies in 3GPP feel that support of SIM-less mobiles should be allowed as a national option. They ask that TISPAN take this into account.

TISPAN considers this to be a regulatory issue and due to opposing positions it has no collective view. TISPAN is not aware of what enhancements might be expected on the international signalling interface over and above what already exists. We would like any clarification you could provide us concerning this issue.

2.4
In order to protect a subscribers privacy during non-emergency situations, 3GPP networks rely on the existence of an emergency call to override privacy settings for the subscriber.  Once the call ends, (even though the emergency itself may persist) it becomes impossible for the wireless network to differentiate between the two cases.  

TISPAN considers this to be a legal / policy issue and invite 3GPP to examine the relevant European Directives which refer:

Regulatory issues concerning emergency calls:



SR 002 299

Catalogue of standards concerning the electronic communications directive:
SR 002 211

TISPAN considered that it might be appropriate to ask the ETSI legal department to give a collective interpretation of these directives.
3. Additional Suggested Issue for discussion

3.1
The EC has identified that the wireless network should deliver the “best location information available”.  For all but a very few new models of mobiles, this location is based on the current serving cell, which can cover a large area.  On the other hand, getting a very accurate location (e.g., from an assisted-GPS phone) can be a time-consuming event that should not hold up delivery of the call and availability of the location information.  SA2 proposes that the wireless network deliver cell ID based locations for all emergency calls and in addition, Stage 1 and 2 requirements for emergency calls for wireless networks location capability, that an indication is provided to enable the capability to be signalled to the PSAP so the PSAP operator will know that a more accurate location is possible, if needed.

TISPAN acknowledges the emergence of new location technology and is aware that work is under way in OMA MLP development.  We look forward to further co-operation on this matter as developments emerge.

3. Conclusion

3GPP SA2 would be pleased to hear the reaction of TISPAN to the above suggestions and comments.

            TISPAN appreciates the ongoing collaboration between our technical groups on these important issues of joint concern.
	Open



	Network selection

"A WLAN AN may indicate that it provides 3G interworking without the involvement of any other network than the WLAN AN.”

The above requirement may be met through explicit EAP-based procedures or through the generic Preferred SSID list procedure - for example Preferred SSID lists could include SSID formats defined by operators for the above purposes."

For further information - please see the following contributions that have already been submitted to 3GPP SA2.
Title

Document Reference

Document 

WLAN AN selection principles
S2-040101


[image: image1.emf]C:\data\_WLAN\ Stage 2 Specs\Inputs to SA2 by N Martiquet\S2-040101 WLAN AN selection principles.doc


Virtual Access Points

11-03-15r1
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Clarification of TS 23.234

In the version 2.3.0 of TS 23.234, clarity is lacking on how to enable simple scenario-2 based routing principles (directly from WLAN to Internet) in an environment with Scenario-3 enabled 
I-WLANs and WLAN UEs. Clarification is needed on how scenario-2 routing principles are permitted in a scenario-3 environment.

Clarification is needed in the WLAN – 3GPP inter working document on how Scenario 3 can be implemented to provide internet access by either WLAN directly or by the VPLMN/HPLMN. In particular, 

· The use of subscription information, user or home operator preference to indicate any policy for providing internet access needs to be clarified. 

· Routing of data by WAG and WLAN for internet access that can possibly be provided by the WLAN and other 3GPP home/visited network services that can possibly be running in parallel to the direct internet access from WLAN needs further work

Inter-operator (visited network) charging requirements for scenario 3

Operators request that it shall be possible to generate per user and/or per tunnel charging information within VPLMN elements. The generated charging data shall contain such information that could also be used to produce charging data using well established inter-operator charging formats such as TAP3.10. Per user charging mechanism shall also be available in scenario 2 networks.

	FW to WLAN

	S2-041113
	GSMA BARG Doc 64_004
	Liaison Statement to 3GPP SA1 and SA2 on the availability of the user identity in the VPLMN for WLAN Roaming
	To: 3GPP SA2 Cc: 3GPP SA1, 3GPP SA5, GSMA WLAN TF

With reference to the liaison statements recently sent from the GSMA WLAN TF to SA2 (WLAN TF Doc 84_004r1) and the liaison statement recently sent from 3GPP SA2 to SA1 (TDoc S2-040930) GSMA CPWP sees a need to explain in greater detail why the availability of the user identity in the visited network is crucial for WLAN Roaming:

· Some home operators will require to apply retail tariffs where one component of the retail tariff is the wholesale charge raised by the VPLMN (e.g. retail tariff = VPLM wholesale tariff + x % mark-up).

Such tariffs would be implemented based upon charging data for wholesale accounting sent from the VPLMN to the HPLMN (-> TAP3 records). To pass the charge on to the subscriber's bill, the user identity would be needed.

We are aware that there are other technical options to implement these types of retail tariffs: Rather than relying solely on TAP records the TAP records could be correlated with charging data created by the WLAN infrastructure in the home network. 

However, these correlation mechanisms are not widely spread, technically not mature and costly to implement. 

· Visited operators may require to incorporate tariff elements into their WLAN wholesale tariffs which refer to the overall usage per subscriber within a given time interval (and not only to the usage per session) e.g.:   

· raise a daily usage charge per subscriber for each calendar day where the subscriber has invoked WLAN (irrespective of the number of sessions on that calendar day) 

· grant volume discounts per subscriber (e.g. where the user has created 50 MB of WLAN traffic, the wholesale rate becomes cheaper). 

Note that some VPLMNs have included corresponding tariff elements in their GPRS wholesale tariffs even nowadays. 

· Many operators are currently implementing WLAN roaming billing solutions for scenario 1 (predominantly) and scenario 2. These solutions in general are based upon the inter operator accounting standard TAP3 and require the user identification for post processing purposes. It is highly desirable that these solutions can be re-used for scenario 3, as we expect a co-existence of scenarios 1/2/3 for a foreseeable timeframe and the ability to bill the end customer in a consistent manner should not be affected.

Therefore we fully support the requirement raised by SA1 and the GSMA WLAN TF that the availability of the actual user identity (rather than only a tunnel id) in the VPLMN is needed for both, scenario 2 and scenario3. 
	FW to WLAN

	S2-041114
	ITU-T SG13
	Mapping between ITU-T and 3GPP QoS Classes and Traffic Descriptors
	To: 3GPP, ETSI TISPAN WG 5

Study Group 13 wishes to clarify mapping between ITU-T (Y.1541/Y.1221) and 3GPP (TS 23-107) QoS classes and traffic descriptors.

QoS interworking between 3GPP wireless and non-3GPP wireline networks will be essential if future IP-based NGNs are to provide assured-quality IP flows.

Wireless/wireline interworking would be most effective if it were based on the same QoS classes and parameters. We believe that the Y.1541 QoS classes should be globally supported. And an alternative is to define a mapping between the two QoS specification regimes. In the event that the latter approach is pursued, the relevant specifications should be revised along the following lines.

1. The 3GPP requirements for SDU transfer delay should be expressed as means rather than as maxima. This will facilitate performance apportionment or concatenation, since means can generally be added while maxima cannot. If specifications for maxima must be retained, the means should be specified as well.

2. The 3GPP specifications should define and establish at least one numerical objective for SDU transfer delay variation. Delay variation must be limited to support interworking and the operation of jitter buffers in customer equipment, and it cannot be limited adequately by specifying only a transfer delay maximum. The delay variation should be expressed using the same statistic defined in Y.1541, i.e., upper 10-3 quantile minus minimum.

3. The 3GPP specifications should define numerical target values for the various “priority levels” in the interactive QoS class, to enable quantitative support for Y.1541 classes 2-4. As TS 23-107 notes, there is a definite need to differentiate between quality levels for bearers within the interactive class. Users envision substantially different applications for services in this category and will expect them to be supported with numerical objectives.

For comparability, the SDU should be defined to correspond to an IP packet in 3GPP specifications of QoS requirements for IP-based services. An evaluation interval of 1 minute should be used in assessing both mean delay and delay variation. Payload sizes of 160 and 1500 octets should be used in specifying and evaluating performance values.
	Open

	S2-041115
	GSMA IREG Doc 46_075


	LS to 3GPP 3gppnetwork.org domain management
	To: 3GPP CN, CN1, CN4, SA, SA2 Copy: GSMA/HARG

GSMA/IREG thanks 3GPP CN for their LS on 3gppnetwork.org domain name management (3GPP document number NP-030587), proposing that GSMA/IREG takes over the ownership of this domain. 

GSMA/IREG would like to accept this proposal, and proposes the following procedure for the allocation of sub-domains:

1. When a 3GPP working group identifies the need for a new domain name, it sends an LS to GSMA/IREG describing the context (service, domain’s use, involved actors) and a proposal for a sub-domain name (e.g. service.mncxxx.mccyyy.3gppnetwork.org). 
Please note that service labels should always be before operator-related mncxxx.mccyyy labels, as in the example above.

2. GSMA/IREG verifies the consistence of the proposed domain and its usage with domain’s structure and interworking rules (e.g. access to Root DNS)
3. GSMA/IREG approves or not the proposal and informs the 3GPP, always copying 3GPP CN4.
Actions

1. GSMA/IREG kindly asks 3GPP CN to inform if the proposed procedure is acceptable

2. GSMA/IREG kindly asks 3GPP to make the necessary in order to transfer the 3gppnetwork.org domain ownership to GSMA, providing all necessary information, in particular regarding the commitments and constraints related to its management taken at domain's registration.

	Noted

	S2-041116
	GSMA IREG Doc 47_006

PACKET Doc 18_008
	LS to 3GPP on IPv4/v6 IMS roaming and interworking


	To:  3GPP SA, SA2 Copy: 3GPP CN, GSMA/SERG, 

During the GSMA/IREG#46 meeting, mobile operators raised the issue of IPv4 and IPv6 IP Multimedia Subsystems coexistence and interworking. 

GSMA/IREG is aware that IMS has originally been specified over IPv6 only. However, currently it is not possible to define when all mobile operators will migrate to IPv6. On the other hand, IPv4 IMS implementations will be available shortly, and some operators may want to launch IMS services before IPv6 is available. 

Therefore IREG thinks that IPv4/IPv6 IMS roaming and interworking issue will be an actual need, and should therefore be studied and specified by the 3GPP. 

IREG is aware that 3GPP has already started work on this subject, and has defined in TR 23.881 a number of roaming and interworking scenarios related to IPv4 and IPv6 IMS coexistence. IREG would like to provide here its analysis on the subject

· IMS Roaming should not be a major problem as long as HGGSN roaming scenario is used. It has only to be ensured that an SGSN does not reject PDP context activation requests for unsupported  PDP types (e.g. IPv6)
· IMS Interworking however needs additional standardization. Indeed, if only IPv6 interworking is standardised, operators who have deployed « standardised » versions will not be able to interwork with existing « IPv4 » IMS operators:

Please note that only IPv4 IMS as already defined by the 3GPP should be considered: « an IPv4 based IM CN subsystem implementation (or short: IPv4 IM CN subsystem) means an IM CN subsystem implementation, which is based on 3GPP Release 5 or 6 standards, but uses IPv4 rather than IPv6». Pre-IMS implementations which differ from the 3GPP standard on other points than the IP version should not be considered. 

Actions: IREG kindly asks 3GPP SA2 to standardize in priority a solution to ensure that IPv6 IMS will interwork with IPv4 IMS, and this transparently for the end user.
	Open

	S2-041117
	Messaging Working Group of the Open Mobile Alliance (OMA-MWG)
	Capturing network-independent MMS requirements in OMA
	To: 3GPP and 3GPP2 Copy: OMA-REQ

1 Overview

The OMA, 3GPP and 3GPP2 members that participated in the MMS Workshop in November 2003 reached several conclusions regarding the future of MMS activities.  Following the workshop and subsequent reviews, OMA has been preparing the way forward to support network-independent MMS activities within OMA.

This liaison supports one of the steps of that preparatory work: an invitation to 3GPP and 3GPP2 members to contribute to the capture of network-independent MMS requirements within OMA.

2 Proposal

The OMA, 3GPP and 3GPP2 members that participated in the MMS Workshop in November 2003 reached several conclusions regarding the future of MMS activities.  

With the approval of those conclusions by the OMA Technical Plenary in November 2003, the December 2003 agreement in principle by 3GPP TSG-SA/TSG-T to support those conclusions, and a similar decision being considered by 3GPP2, OMA has been preparing the way forward to support network-independent MMS activities within OMA.  This preparation consists of several steps, one of which is to invite contributions on post Release 6 [3GPP] and XS0016-C [3GPP2] network independent MMS requirements into OMA.

Consistent with the MMS Workshop conclusions and as part of the OMA preparations, OMA would like to extend an invitation to 3GPP and 3GGP2 members to contribute to the capture of MMS requirements to support future MMS network-independent functionality.  OMA will track and monitor such requirements capture, and proactively communicate their status with 3GPP and 3GPP2 via liaison statements.

3 Requested Action(s)

(1) 3GPP and 3GPP2 members to contribute and participate in the capture of MMS requirements within OMA to support future MMS network-independent functionality.  The contributions will be supported by the OMA Process.

(2) The OMA Messaging group (OMA-MWG), together with the OMA Requirements group (OMA-REQ), tracks and monitors requirements capture and communicates a regular status to 3GPP and 3GPP2 via liaison statements.

4 Conclusion

The OMA Messaging group looks forward to mutually beneficial cooperation with 3GPP and 3GPP2 members on MMS network-independent functionality to promote the success of MMS.


	Noted

	S2-041118
	OMA PoC WG
	Use of signaling compression in PoC
	To:
Chairman 3GPP CN1 Cc: 3GPP SA2, 3GPP2 TSG X

1 Introduction

OMA PoC WG is defining the use of signaling compression for PoC. Signaling compression is an essential component for PoC in order to keep latency on a level that a user can accept.

The OMA PoC WG has understood that 3GPP also supports the use of signaling compression as described in TS 24.229.

The 3GPP solution are based on the following IETF recommendations:

IETF RFC 3320: “Signaling Compression (SigComp)”

IETF RFC 3485: “The Session Initiation Protocol (SIP) and Session Description Protocol (SDP) Static Dictionary for Signaling Compression (SigComp)”

IETF RFC 3486: “Compressing the Session Initiation Protocol (SIP)”

However, the RFC 3321 “Signaling Compression (SigComp) – Extended Operations” seems not to be supported.

2 Actions

OMA PoC WG kindly requests CN1 to answer the following questions:

· What is the reason for not supporting the RFC 3321: “Signaling Compression (SigComp) - Extended Operations”? This RFC describes the Dynamic compression and dynamic compression is a powerful tool when compressing SIP messages.
Does CN1 see any problem if PoC applications are recommended to use the RFC 3321?
	Noted

	S2-041119
	POC WG of the Open Mobile Alliance
	LS on Transcoding in PoC
	Chairman 3GPP CN1, 3GPP2 TSG X Copy:
3GPP SA2, SA4

1 Overview

OMA PoC WG is considering the issues regarding interoperability between PoC terminals supporting different codecs, (e.g. between AMR and EVRC).

The OMA PoC WG understands that 3GPP IMS supports the use of the MRFC/MRFP for transcoding between different codecs, however it is not clear to OMA PoC if release 6 of 3GPP IMS will support fully standardized mechanisms for an Application Server (such as a PoC Server) to interact with an MRFC/MRFP to insert a transcoder in the media stream.

2 Proposal

The tight session establishment timing constraints for PoC are such that multiple SIP/SDP offer-answer exchanges are likely not to be part of a practical transcoding solution for the PoC service. It is the working assumption of OMA PoC that PoC session establishment will not utilize the Reliability of Provisional Responses in SIP or Preconditions SIP extensions.

There is a desire by OMA PoC to reuse the same transcoding solution as will be used for other IMS services.

3 Requested Action(s)

OMA PoC WG kindly requests CN1 and TSG X to answer the following questions:

· Will there be fully standardized SIP mechanisms for the Mr reference point in 3GPP IMS release 6 to support Transcoding.

· Will there be fully standardized SIP mechanisms for an Application Server (such as a PoC Server) to interact with an MRFC/MRFP to insert a transcoder in the media stream, be supported in 3GPP IMS release 6?
· Will there be fully standardized SIP mechanisms for an Application Server (such as a PoC Server) to interact with an MRFC/MRFP to insert a media duplicator in the media stream, be supported in 3GPP IMS release 6?
· Can CN1 and TSG X provide OMA PoC with guidance on such mechanisms for an Application Server inserting a transcoder in the media stream so that OMA PoC WG can assess whether use of an MRFC/MRFP for transcoding is an appropriate solution for the PoC service?


	Noted

	S2-041120
	N1-040462
	LS on “P-CSCF gets informed about signalling IP-CAN bearer was released”
	To: SA2, CN3

During the CN1#33 it was discussed how the P-CSCF can get aware that a UE has released or dropped the IP-CAN bearer that is used for SIP signalling (either dedicated or general IP-CAN bearer). This information could e.g. be used to trigger the P-CSCF to clear the state information related to that UE. 

However it was stated during the discussion that the PDF as well as the P-CSCF will not be informed by the GGSN when a signalling IP-CAN bearer is released by the UE. Reasons mentioned are that the Go interface does not provide the appropriate means.

Action to SA2: CN1 kindly asks SA2 and CN3 to study the above case and give clarification whether the P-CSCF gets informed about the release of a signalling IP-CAN bearer.
	Open

	S2-041121
	N1-040484
	LS on the availability of charging information
	To: SA2 Cc: CN3, SA5
CN1 discussed the possibility in Release 5 for the P-CSCF upon receiving the access network charging information to include the P-Charging-Vector in the next request towards the S-CSCF rather than only the UPDATE request as it is currently stated in 24.229. This was to address the case in which the UPDATE is either not sent by the UE or passes though the P-CSCF before the charging information is available. This could occur due to a mis-behaving UE which is deliberately trying to disrupt the charging mechanisms.

Concerns were expressed that the charging information may be provided to the S-CSCF very late in the session (at worst in the BYE) and thus the session would have been authorised (gates opened) before the charging information was available at the S-CSCF. The concern was that the proposed solution did not address this problem. However, it was noted that the problem exists presently, since it is possible that the charging information may not be sent to the S-CSCF at all. The behaviour of the network in this case does not appear to be specified.

CN1 therefore seeks clarification on the following questions:

1)
Which entity (P-CSCF or S-CSCF) should be responsible for checking that charging information is available before authorising the session (i.e. opening the gates)?  

2a) 
If it is the P-CSCF, what action should the P-CSCF take if charging information is not available at the P-CSCF (therefore not sent to the S-CSCF at all).  Also what problems are caused if charging information is available at the P-CSCF but sent to S-CSCF late in the session?

2b) 
If it is the S-CSCF, what action should the S-CSCF take if the charging information is not available at the time the session is authorised?

3) Currently, the transport of charging information from the P-CSCF to the S-CSCF is dependent on the UE.  Should the propagation of the charging information be tied to a request from the UE?  

4) Should the Rel-5 solution apply in the same way to Rel-6?

Actions to SA2: CN1 asks SA2 to provide clarification on the questions above.


	Open

	S2-041122
	N1-040658
	Reply to the LS on the nature of LCS
	To: SA2 Cc: CN4, GERAN2
CN1 would like to thank SA2 for their LS on the nature of LCS (S2-041015/ N1-040527).

CN1 discussed the issue and agreed on the following understanding:

1) In various places, TS 24.007 and TS 24.008 refer to LCS as a protocol entity, e.g. when specifying a CM service type = 'location services' and a protocol discriminator PD = 'location services'. In these places, TS 24.007 and TS 24.008 actually refer to the communication between a stand-alone location measurement unit (Type A LMU, according to TS 03.71, R99) and the core network via a GERAN Um interface. The protocol used between the type A LMU and the core network is specified in TS 04.71/TS 44.071 and is under control of GERAN 2. This protocol keeps the old 1-bit send sequence numbering in R99 and later releases.

2) For the communication between the MS and the core network, during a mobile terminating location request (lcs-LocationNotification) or a mobile originating location request (lcs-MOLR), the MS will use the supplementary service protocol specified in TS 04.80/TS 24.080 (under control of CN4). Accordingly, for these procedures the MS will use CM service type = 'Supplementary service activation', protocol discriminator PD = 'non call related SS messages', and 1- or 2-bit send sequence numbering depending on the release of the core network.

Action to SA2: CN1 asks SA2 to take CN1's understanding of the location services into account when further discussing this issue.
	FW to LCS

	S2-041123
	N1-040731
	Reply LS on early media and IMS/CS interworking
	To: CN3 Cc: SA2

CN1 thanks CN3 for their liaison statement on early media and IMS/CS interworking. 

The way SIP and SDP are used in IMS does not preclude the usage of early media. This means, that in both originating or terminating case the IMS UE is allowed to start sending media after receiving SDP from the remote side, that indicates that preconditions are met (or does not include any preconditions at all). There are also no mechanisms that would e.g. allow the network or the MGCF/IM-MGW to prohibit a UE from making use of early media. If the UE sends early media it is up to the MGCF/IM-MGW how to handle it towards the CS networks.

In the case of parallel forking early media can appear from different sources. 

The draft http://www.ietf.org/internet-drafts/draft-ietf-sipping-early-media-01.txt describes how early media can be handled in SIP. Although in Rel-6 no 3GPP reference to this draft exists from CN1 specification, it is believed that it gives good guidance for the handling of early media.

2. Actions: None

	Noted

	S2-041124
	N1-040735
	LS on WLAN Manual Network Selection
	To: SA1 Cc: SA2

CN1 have been developing the stage 3 for manual and automatic network selection for 3GPP inter-working WLAN.

CN1 has however not been able to reach a common understanding on the service requirements for manual network selection based on the current text in TS 22.234 which states that both manual and automatic network selection shall be possible but does not clearly define what is meant by network (WLAN based on SSID or 3GPP PLMN network based on PLMN ID or both). There is also not a common understanding in CN1 on this issue based on the current text in clause 5.4.2 of TS 23.234.

In addition CN1 has been unable to agree whether there is a service requirement for the WLAN UE to collect and present to the user a list of available SSIDs or just a list of available PLMNs for performing manual network selection or both.

CN1 would therefore like to ask SA1 to clarify by responding to the following 2 questions:

1. Can SA1 please clarify if there is a 3GPP service requirement in release 6 to standardize in the stage 3 the procedures for manual WLAN network selection based on a user selection from a list of SSIDs? 

2. Can SA1 please clarify what the 3GPP service requirement in release 6 is for what information should be collected and presented to the user (SSID or PLMN) for the user to use for manual network selection for WLAN?  

Action to SA1: CN1 kindly asks SA1 to take into account the points raised: 

· Is manual network selection based on SSID required and to be standardized in release 6?
· What information is to be collected and presented to a user for manual network selection for WLAN?
	FW to WLAN

	S2-041125
	N1-040751
	Reply to: LS on Use of UTRAN for I-WLAN
	To: RAN2 Cc: SA1, SA2, GERAN2
CN1 thanks RAN2 on their LS on 'Use of UTRAN for I-WLAN'. Altough CN1 were not asked to take any action, we would like to provide feedback on this issue from protocol point of view. 

CN1 is responsible of both network selections procedures mentioned in the LS, namely Network selection in cellular access and Network selection in I-WLAN access.

CN1 would like to point out that these two procedures are independent of each other and they are currently being specified for Rel-6 in separate specifications 3GPP TS 23.122 and 24.234.

'Independent' here means that a device capable of both I-WLAN access and UTRAN access, shall regard both accesses as separate and therefore may access both or any of them; and perform network selection with both or any of them regardless of their simultaneous availability. 

The WLAN UE does not know the type of scenario supported by the network, therefore the WLAN UE cannot base on this information its decision on which access to camp to.

I-WLANs provide access to HPLMN directly or via intermediate PLMNs (called WLAN VPLMNs in CN1 terminology). 

Regarding the case presented in bullet point 2 (on I-WLAN providing access to many PLMNs), CN1 see that this case shows that the information provided by UTRAN will not always be received or reliable enough in order for the WLAN UE to decide which access to camp on or to decide whether to scan the presence of available APs. 
Actions: None.

	FW to WLAN

	S2-041126
	N3-040233
	Reply LS on “P-CSCF gets informed about signalling IP-CAN bearer was released”
	To: CN1 Cc: SA2

CN3 would like to answer CN1´s question whether the P-CSCF gets informed by the GGSN about the release of a signalling IP-CAN bearer via the Go interface.

The Go interface is not used to authorize the signalling IP-CAN bearer and is therefore not suitable to provide information about the signalling IP-CAN bearer to the P-CSCF/PDF.

The Go interface is rather used to authorize media bearers for media negotiated via a signalling bearer. The signalling bearer is also required to transport the authorization token from P-CSCF/PDF to UE, which is in turn essential to relate a PDP context to the SIP dialogue at the P-CSCF/PDF.  The existence of the signalling IP-CAN bearer is therefore a precondition for SBLP control of other bearers, but  the signalling IP-CAN bearer cannot be controlled by SBLP.

Actions: none
	Noted

	S2-041127
	N3-040244
	LS on impacts of multiple IMS sessions using the same PDP Context
	To: SA2 Cc: CN1
CN3 thanks SA2 for the information about enabling the multiplexing of media components from different IMS sessions into the same PDP Context (S2-040988). 

CN3 has studied the impacts of this on Service-Based Local Policy (SBLP) mechanisms and made the following observations:

· Rel-5 specifications have been made knowing that SA2 had plans to support intersession multiplexing in Rel-6, e.g. the SBLP specifications already support the handling of multiple sets of binding information. Consequently, changes required to be made in CN3’s specifications to support the intersession multiplexing in Rel-6 are feasible. The affected specifications are 27.060, 29.207, 29.208 and 29.209.  
· The current Go mechanism for charging correlation may not cover the case where several sessions are multiplexed in the same PDP context, e.g. because the GPRS charging identifier cannot indicate bearer usage per session. 

· Limitations imposed by SA2 (refer to the attached stage 2 CRs in S2-040988) simplify operations required to support intersession multiplexing but also raise questions. CN3 would especially like to know, how SA2 expects the same PDF to be used for AF sessions using the same PDP context:

- Is CN3 expected to specify a particular behaviour or error handling at any network entity? 

Actions to SA2: CN3 asks SA2 to advice on possible measures required and allowed to guarantee that the same PDF is used for sessions of a given UE, refer to the question in bullet 3 above.
	Open

	S2-041128
	N4-040243
	Reply LS on issues related to SNA Access Information
	To: GERAN Cc: SA2

CN4 thanks GERAN on their liaison statement concerning the issues related to SNA Access Information. CN4 has investigated the issues and would like to give following comments:

    TSG GERAN WG2 would like to request whether the proposal described in GP-032609 about how to encode of the SNA Information IE when included in the HANDOVER REQUEST / COMMON ID BSSMAP messages is obeying the regular TSG CN WG4 principles for protocols design.

It is the understanding of CN4 that the proposal described in GP-032609 is obeying the regular CN4 principles for protocol design.

    TSG GERAN WG2 would like TSG CN WG4 to comment on the issue of SNA Access Information exceeding the available space in the HANDOVER REQUEST message and on the proposed solution to overcome it (separate sending in COMMON ID message).

CN4 does not see any reasons to comment against the proposed solution described in GP-032609.

    TSG GERAN WG2 would also like to be informed whether there is any essential reason why the mapping between Iu Release Request and Clear Request messages is missing in 3GPP TS 29.010, or if it rather needs to be included.

CN4 thanks GERAN for pointing out the issue related to the missing Cause Code mapping in 3GPP TS 29.010. CN4 does not see any essential reason why this mapping is missing from 3GPP TS 29.010 and it is the opinion of CN4 that this mapping between Iu Release Request and BSSMAP Clear Request needs to be added to 3GPP TS 29.010. It is the intention of CN4 to make a corrective CR on this issue for the next CN4 meeting and that corrective CR would also include the mapping of the newly introduced BSSMAP Cause Code Access Restricted Due to Shared Networks.

Actions to GERAN: CN4 asks GERAN group to note the comments given by CN4 on the issues related to SNA Access Information.
	Noted

	S2-041129
	N4-040245
	Reply LS on call hold requirement for CS multimedia
	To: SA1 Cc: SA2, CN1, CN3, T2, SA4

CN4 thanks SA1 for their LS on Call Hold Requirements for CS Multimedia (S1-040240).

CN4 reviewed the CR attached to the LS (S1-040123) and advises against the approval of this CR at this time.  The CR reflects one small part of the possible work on this subject, but CN4 feels that there would need to be consideration across a number of other working groups to determine whether the development of the mechanisms required to place CS multimedia calls on hold is realistically achievable and what those mechanisms should be.  At a minimum, the work would need to include SA2, CN3 and T2 as well as possibly CN1 and SA4.  

For that reason, CN4 believes it would be better for SA1 to prepare a Work Item Description for the work on this subject in order to correctly track associated work in other groups.  
Actions to SA1: CN4 asks SA1 group to note the recommendations given on the CR SA1 has sent to CN4 (S1-040123) and to prepare a WID to track the introduction of this feature which reflects the wider scope of the changes that may be needed to complete this work.  CN4 also recommends that other groups are consulted on possible mechanisms for implementing this feature
	Noted

	S2-041130
	N4-040262
	LS on Relationship between 3GPP and Liberty Alliance related to GUP work
	To: CN Plenary, SA Plenary Cc: SA2, SA3, SA5, T2

Within CN4’s considerations of proposals for Stage 3 work on GUP, a proposal has been made to reuse the work of the Liberty Alliance.  The proposal is to reference Liberty Alliance documentation within TS 29.240 (GUP stage 3), but also to extend the work of Liberty Alliance to meet the Stage 2 GUP requirements.  For example, the Liberty Alliance Data Services Template includes the definition of commands that would fit with the SA2 defined commands ‘Query’ and ‘Modify’ within TS 23.240.  However, no Liberty Alliance commands exist that fit with ‘Create’ or ‘Notify’.  The proposal presented to CN4 would extend the Data Services Template work of Liberty Alliance in a way, compatible with existing Liberty Alliance specs, to include these commands, and also would include the possibility of a ‘cut and paste’ of parts of the Liberty Alliance documentation into an Annex of TS 29.240.

However, Liberty Alliance specifications include in their content, the following text;-

‘This specification document has been prepared by Sponsors of the Liberty Alliance. Permission is hereby granted to use the document solely for the purpose of implementing the Specification. No rights are granted to prepare derivative works of this Specification. Entities seeking permission to reproduce portions of this document for other uses must contact the Liberty Alliance to determine whether an appropriate license for such use is available. 

Implementation of certain elements of this Specification may require licenses under third party intellectual property rights, including without limitation, patent rights. The Sponsors of and any other contributors to the Specification are not, and shall not be held responsible in any manner, for identifying or failing to identify any or all such third party intellectual property rights. This Specification is provided "AS IS", and no participant in the Liberty Alliance makes any warranty of any kind, express or implied, including any implied warranties of merchantability, non-infringement of third party intellectual property rights, and fitness for a particular purpose. Implementers of this Specification are advised to review the Liberty Alliance Project’s website (<http://www.projectliberty.org/>) for information concerning any Necessary Claims Disclosure Notices that have been received by the Liberty Alliance Management Board.’

If there is no formal relationship between 3GPP and Liberty Alliance which would allow reproduction and/or extension of Liberty Alliance specifications, the proposal of taking the Liberty Alliance drafts into CN4 specs and/or extending them for 3GPP specific uses would not be permitted under the terms of this statement.  Therefore, CN4 asks if any such relationship between 3GPP and Liberty Alliance exists, or if not whether one could be established. CN4 notes that a formal Liaison Statement relationship between 3GPP and Liberty Alliance exists.

Another question is the ability of 3GPP members to participate in and access Liberty Alliance information relevant to the use of their protocols in 3GPP. Liberty Alliance is a ‘semi-closed’ organisation, and several large 3GPP member companies are not members of Liberty Alliance.  It may be that the Liberty Alliance could develop their protocols to support 3GPP requirements. In this case what arrangements are required and available to allow 3GPP members to contribute and follow the work?  

Taking these points into consideration, CN4 would prefer the working relationship between 3GPP and Liberty Alliance to allow the following working practices;-

· Selective reference of Liberty Alliance specifications in 3GPP documentation.

· Liberty Alliance consideration of 3GPP requirements via company contributions in Liberty Alliance.

· Extension of Liberty Alliance specifications where they fail to meet the requirements of 3GPP.

In the worst case, 3GPP groups may need to reproduce and modify Liberty Alliance specifications, should the work of Liberty Alliance diverge from the requirements of 3GPP.

CN4 also notes that the adoption of Liberty Alliance specifications in CN4 documents would potentially require 3GPP member companies to pay for licenses to implement the GUP protocols that rely on Liberty Alliance specifications. How should the licensing of IPR owned by the Liberty Alliance be handled?  Again, CN4 would like to know if any relevant agreement exists.

For your information, CN4 specifically would intend to re-use the work covered in the following Liberty Alliance specifications for GUP work;-

· Liberty ID-WSF Data Services Template Specification v1.0-23

· Liberty ID-WSF SOAP Binding Specification v1.0-08

· Liberty ID-WSF Discovery Service Specification v1.0-09 

· Liberty Alliance Project utility schema

· Liberty Metadata Description and Discovery Specification v1.0-10 

· Liberty ID-WSF Security Mechanisms Specification v1.0-21 

It should be noted that in some cases, these documents refer out to further Liberty Alliance specifications for some of their detail.

Within the stage 2 work on GUP, the requirement for interworking to Liberty Alliance is included in 23.240.  It would be useful for a similar reciprocal requirement to be placed on the Liberty Alliance work to interwork to 3GPP GUP. 

CN4 is also aware that the work of Liberty Alliance is being considered for re-use by other groups. The groups that CN4 is aware of are copied on this LS.

Actions to CN plenary, SA plenary groups.

ACTION: 
CN4 asks CN and SA groups to clarify the nature of the formal relationship (if any) between 3GPP and Liberty Alliance in general, and with regard to the specific concerns expressed above covering:

1) 
The use of Liberty Alliance specification text in 3GPP

2) 
Access to Liberty Alliance documents and ability to contribute to Liberty Alliance work relevant to 3GPP

3) 
IPR implications of using Liberty Alliance standards in 3GPP.

	Noted

	S2-041131
	N4-040323
	LS on Service Identity in the MO-LR Procedure
	To: SA2

CN4 thank SA2 for its LS on Service Identity in the MO-LR procedure. As requested, CN4 have investigated the support of this feature in stage 3. Stage 3 currently does not support this feature, but it is achievable in the 3GPP release 6 time frame.
Actions: None.
	Noted

	S2-041132
	N4-040351
	LS on the use of GTP for WLAN-GPRS interworking
	To: SA2 Cc: CN3
CN4 would like to thank SA2 for the liaison statement on “Use of GTP for WLAN-GPRS interworking”. To CN4’s current understanding a solution requiring no changes to existing GGSNs and to GTP could be feasible. However there are still a number of issues that require further study. The requirement to leave current GGSNs and GTP unchanged poses a number of interworking issues as described below that need to be considered at the PDG and the WLAN UE if SA2 should decide to standardise this Gn’ based solution.  

Please find CN4’s detailed answers to SA2’s questions below:
The PDG may not be able to supply an MSISDN in the PDP Context procedures in all cases. Will a GGSN be able to handle PDP Contexts without the MSISDN, e.g. the Create PDP Context Request message? What consequences or side effects may that have for the 3G services that the WLAN UE accesses?


No, according to TS 29.060, sub clause 7.3.1, the MSISDN shall be included in the primary Create PDP Context Request (but not in the Secondary PDP Context Request). Hence, the MSISDN must be provided by the PDG.

If the MSISDN is not provided there will be interoperability problems with existing GSNs. The MSISDN is used for authentication purposes, i.e. if not provided a re-authentication will most likely have to be done on the application level. The MSISDN is forwarded in Radius accounting messages over the Gi interface to a Radius server. In the Radius server the MSISDN is used to map an IP address to the associated MSISDN. This is a common operator practice to enable charging for applications in the service networks.

Does CN4 see any other issues in the parameter usage such as in the example above?

MSISDN (see TS 29.060, sub clause 7.7.33): See above

Routeing Area Information (see TS 29.060, sub clause 7.7.3): The MCC and MNC of the VPLMN should be passed in the RAI IE to enable simple position (i.e. MCC/MNC) based billing and to enable the HPLMN to restrict certain content to certain countries depending on that country’s legal requirements. Note that the requirement to be aware of basic position information also holds true of the conventional architecture – PDG will anyway need to get this information from the VPLMN. 

Charging Characteristics (see TS 29.060, sub clause 7.7.23): If a certain charging profile should be applied in GGSN the Charging Characteristics IE may be included. In that case this information needs to be available in the PDG. How the PDG gets this information is FFS.

End-user-address (see TS 29.060, sub clause 7.7.27): This IE must be provided in the Create PDP Context Request message. CN4 also believe that the assignment of the remote IP address should be done from pool of IP address belonging to the GGSN/Radius server or at least “address range coordinated” with those to enable correct routing on Gi.

Protocol Configuration Options (see TS 29.060, sub clause 7.7.31): If it is beneficial for the WLAN UE, the PCO IE may optionally be used to pass application specific parameters, e.g. related to VPN, IMS, etc., between the WLAN UE and GGSN. 

Given that only one PDP Context should be sufficient for a WLAN UE, would it be acceptable to use fixed values on parameters such as NSAPI?

In GPRS/UMTS, the NSAPI is an integer value between 5 and 15 (values 0-4 reserved), which, together with the IMSI, uniquely identifies a PDP context. It is selected by the UE at the start of the PDP context activation procedure from the list of remaining available values. It is then placed in all L3-SM and GTP messages related to this PDP context. 

In the WLAN-GPRS interworking case, the PDG does not have any knowledge of which NSAPIs have already been selected by the UE for already active PDP contexts (via SGSN). Therefore in the new WLAN capable UEs an NSAPI needs to be reserved for WLAN, i.e. an NSAPI that cannot be used by the UE. This reserved NSAPI is to be used only by the WLAN PDG.

If only one PDP Context is needed, the NSAPI can be given a reserved, fixed value which will be used by the PDG. To CN4’s understanding, this is sufficient for scenario 1 to 3. However for scenario 4 and 5 we foresee problems with handover between GPRS and WLAN which require further study.

If there will be no QoS support in Rel-6 of the WLAN-GPRS interworking standard, would a fixed setting of the QoS parameters (e.g. Background QoS class; maximum bit rate 2 Mbps; etc) in the Create PDP Context Request message be an acceptable and working solution?

Yes, setting the QoS parameters to a fixed value is possible. 

Since parallel simultaneously active WLAN and GPRS sessions are allowed e.g. for a dual access UE, will the GGSN be able to handle PDP Contexts with the same IMSI (and possibly the same MSISDN) but belonging to different “SGSN’s” (i.e. one GPRS SGSN and one WLAN PDG)?

Yes. The GGSN does not see any difference if it has several primary PDP contexts with same IMSI to one SGSN or several SGSNs. However it is possible that some operators may not wish to allow this.

For a PDG that “emulates” the GTP protocol, would it be possible to define a “minimum set” of GTP messages that a PDG would be required to support? Which messages would such a minimum set include?

Yes. Such a minimum set would typically consist of the following messages: 
Create PDP Context Request/Response, Update PDP context Request/Response, Delete PDP Context Request/Response, Error Indication and Version Not supported (to be future proof)

The Gn’ reference point may introduce packet flows of higher bit rates into the GGSN when accessing 3GPP PS Services. Does the current GGSN architecture, in CN4’s view, put any unnecessary capacity constraints for allowing these higher bit rate flows?

This should not be an issue rather an implementation matter. 

2. Actions: None
	FW to WLAN

	S2-041133
	N4-040353
	LS on identifying MMS Enabled devices and MMS Capabilities of those devices
	To: SA2, T2

CN4 thank SA2 for their LS on identifiying the MMS enabled devices and associated MMS capabilities of a user’s device.

CN4 is currently standardising the stage 2 and stage 3 aspects to support ADD function – to provide the Device Management System with a subscribers IMEISV in order to identify if it has a new  terminal and thus triggering the DMS to re-configure the terminal. It is CN4’s belief that this function which is being further specified in OMA may be used in conjunction with IMEI analysis to determine if MMS is enabled and also provide the MMS capabilities.

CN4 acknowledges that the IMEI alone is not enough to detect if a terminal can use MMS, however it can be used to indicate that the UE does not support MMS (i.e. if a user has changed to a non-MMS capable device the delievery method can be updated to ‘legacy’). Later on when devices support OMA DM the DMS has 2-way communication with the device and will be able to detect if the device is MMS capable and configured for that. The IMEI is used in DMS to detect which provisioning protocol (OTA / WAP CP / OMA DM) to use for configuring the devices. If the terminal supports MMS or not is also depending on if the DMS has sent MMS provisioning information to the device or not.

Thus as this functionality will be provided by the DMS by the OMA DM protocol CN4 believes that no further solution should be provided by the CN in addtion to the current scope of the ADD support.
Actions: none

	Noted

	S2-041134
	N4-040354
	LS on Routing of Emergency Calls based on Geographical Coordinates
	To: SA, CN Cc: SA1, SA2

At CN4 #22, CN4 handled liaison statement S2-040456 in which SA2 indicated that changes had been made to reflect the R6 changes for Routing of Emergency Calls based on Geographical Co-ordinates back into stage 2 documentation for R99, R4 and R5, in line with the decision taken at SA plenary #22.

In that LS, SA2 requested that CN4 make changes to reflect the R6 changes to 29.002 back into R99, R4 and R5 versions of that specification. CRs to do this were presented at CN4 #22, but could not be approved because of problems with compatibility in the protocol design brought about by the prior inclusion of the R6 changes.  This means that implementation of changes to R99, R4 and R5 would result in particularly poor protocol design (involving the addition of a number of dummy parameters), or would require significant change to R6 29.002 (moving the flag to indicate allocation of NA-ESRK by LCZTF to be included in the PCS extension container), or both.  Regardless of which of these options had been selected, CN4 did not have sufficient time to prepare these changes in time for the #23 plenary meetings where the stage 2 changes would be approved.

Actions to CN, SA group: CN4 asks CN and SA to note the current status of the work in CN4.
	Noted

	S2-041135
	N5-040106
	Reply LS to SA2 on Request for clarification on the scope of the Ut interface towards the OSA-SCS
	To: SA2

CN5 thank SA2 for their response concerning the use of the Ut interface.  While we have no problem with the conclusion of SA2 we would point out that this decision is not consistent with your specifications namely 23.002 (v 6.3.0) section 5.5 figure 6b!
Actions to SA2: Please delete the reference to “OSA–SCS” from figure 6b and note within section 5.5 of TS 23.002.
	Open

	S2-041136
	R2-040709
	Reply LS (to S4-030847) on Multiple MBMS Issues from SA-WG2 (S2-040459)
	To: SA2 Cc: SA4, GERAN2, SA1, RAN, RAN4, GERAN, RAN1, RAN3, GERAN1
RAN2 would like to thank SA2 for their liaison Reply LS on “Multiple MBMS Issues” provided in S2-040459 (R2-040375).

Related to the two points that are raised by SA2 in this liaison, RAN2 would like to make the following comments:

1. Cell synchronization for ‘download and play’

RAN2 already discriminates between the case of neighbouring cells which have a quite aligned timing and the case in which larger time gaps may exist. 

The first case would typically correspond to the intra-RNC case. In this case the RAN2 TR foresees sharing of higher layer RAN protocol entities (e.g. one PDCP/RLC entity for multiple cells). For this case also Selection Combining might be supported by the UE when receiving transmissions from different cells.

The second case would typically correspond to the inter-RNC case. Here protocol entities will be different for different cells and the UE will e.g. have to re-establish most parts of the higher layer RAN protocol layers. In this case, bigger service gaps may exist at cell change.

RAN2 is currently not aware of any problems related to this issue at RAN level.

2. Parallel MBMS bearers

RAN2 confirms that if different MBMS transport bearers are used in parallel to realise a certain MBMS user service, it might indeed be beneficial to inform the UTRAN about this. Since the UE capabilties e.g. w.r.t. receiving multiple physical channels in parallel might be limited, it could be beneficial to multiplex these different MBMS transport bearers on the same physical channel.

RAN2 has so far not really considered the issue of having multiple MBMS transport bearers for delivering one MBMS user service to the UE. RAN2 would appreciate to understand the parallel usage of MBMS transport bearers for one MBMS user service in more detail. Therefore RAN2 would appreciate input on the following questions:

a) RAN2 assumes that when multiple MBMS transport bearers are used for one MBMS user service, these MBMS transport bearers will be established using separate SESSION START messages over Iu. Will the MBMS sessions for these two MBMS transport bearers normally be established and released around the same time, or could these MBMS transport bearers be established/released at quite different points in time ?

Assuming that we have some kind of “linking” for MBMS transport bearers used in parallel for providing 1 MBMS user service:

b) Will users want to receive always either both or none of the linked MBMS transport bearers ? Or could there be situations in which certain users would only have joined / be interested to receive one of the two MBMS transport bearers ?

Actions to SA2: 
SA2 is kindly requested to answer the indicated questions.
	FW to MBMS

	S2-041137
	R2-040712
	Liaison statement on CN Domain Specific Access Control
	To: SA2 Cc: CN1, SA1
RAN2 has in recent meetings several times discussed the issue of CN domain Specific Access Control. The discussion was triggered by operators’ requirement where in an overload situation in one CN domain it is required to prevent further overload in this domain, whilst being able to handle traffic normally on the other CN domain. RAN2 would like to inform SA2 about the current status of this work and ask for further guidance.
RAN2 Status


RAN2 has discussed several mechanisms for preventing further load on an already-overloaded CN domain at the RAN level. During these discussions it has been found that:

1) Domain Specific Access Control should be applied to UEs in connected mode as well as idle mode.
2) Access Class restrictions are only broadcast in the cells in the LA/RA for which the MSC/SGSN is overloaded. Therefore the RRC connected UE drifting in a different LA/RA would not receive correct Access Class Restriction information.

Note: It is currently assumed by RAN2 that LAU/RAU would not be performed to the CN domain to which the Access Class restriction applies. 

Based on these findings, RAN2 is considering 2 simple solutions:

1) In the UTRAN broadcast information, “Domain-Specific Access Class Restriction” information is included. This will enable the UTRAN to inform all RRC_Idle mode UEs about the domain specific access class restriction. When informed about a Domain Specific Access Class Restriction, all RRC_Idle mode UEs will apply the access restrictions while initiating an RRC connection for access to the restricted domain.
2) In addition, when CN Domain Specific Access Class restriction is indicated and a UE establishes an RRC connection for the non-restricted domain, the UE will continue to apply the access restriction towards the restricted domain for the duration of this RRC connection.

The above two mechanisms can be introduced in the UTRAN with no major impact.

It is expected that the above two mechanisms will significantly reduce the traffic towards a restricted/congested domain. However, provision of mechanism 2 would mean that the RRC connected UE will not be aware of any change in the CN Domain Specific Access Class restriction. Thus it may continue to access/not access the restricted domain depending on the situation when the UE established the RRC connection. 

RAN2 will continue to investigate solutions that can be applied for RRC Connected UEs, e.g. paging the indication that system information has changed.

Actions to SA2 group:

RAN2 would appreciate guidance from SA2 (by the next meeting) whether the above described simple mechanisms are considered sufficient by SA2 to handle currently identified CN domain specific overload situations, or if more advanced mechanisms would be preferable at RAN level.


If SA2 is of the opinion that more advanced mechanism would be beneficial, RAN2 would like to know:

1) How the UE NAS is required to handle the case when the UE is informed about a CN domain specific access class barring condition for a domain to which the UE already has a signalling connection and possibly some RABs.

	Open

	S2-041138
	R2-040733
	Reply to: LS on Use of UTRAN for I-WLAN [S1-040190]
	To: SA1 Cc: SA, SA2, CN1, GERAN2

RAN2 would like to thank SA1 for their liaison “LS on Use of UTRAN for I-WLAN”. 
During RAN2#41, RAN2 has discussed the issue of providing WLAN information via the UMTS radio interface in order to facilitate a WLAN UE in finding/accessing WLAN Access Points. 

RAN2 confirms that it would in principle be possible to add in release-6 information to the UMTS broadcast information which could assist WLAN UE’s to find I-WLAN Access Points as long as this information is limited in size.

While discussing possible solutions, several questions were raised in RAN2:


1) It is RAN2’s understanding that when the UE is performing RAN access based on a SIM, there is the obligation to always look for the Home-PLMN. How would such a requirement be translated in a mixed I-WLAN/UMTS environment ? E.g: 

a) Is a Class WB WLAN UE required to camp on the WLAN Access Point (AP) when such an AP provides access to the Home-PLMN even if UMTS access via a visited network is available ?

b) Could the answer to question a) vary depending on the scenarios  that are supported ? E.g. if scenario 6 is supported the UE should camp on the I-WLAN (cell reselection functionality), but if only e.g. scenario 3 is supported, the UE should anyway continue to camp on the UMTS RAN ? 

2) It is RAN2’s understanding that in the I-WLAN case, it will often be so that an I-WLAN will provide access to many HPLMN’s. E.g. a “Starbucks WLAN PLMN” could provide access to many H-PLMN’s present in other parts of the world.  Assume the following scenario:

· subscriber-A of operator-A is in a foreign country registered on the UMTS network of operator-B;

· operator-A does not provide UMTS/GSM access in this country, but the operator-A H-PLMN can be accessed via the “Starbucks WLAN PLMN”  present in this visited country;

· the CN services from operator B can not be reached via the “Starbucks WLAN PLMN” since operator B has its own I-WLAN AP’s in this country.

In this scenario, it is probably unlikely that the operator-B network will provide information regarding the presence of “Starbucks WLAN APs” via the operator B UMTS network ? This means that irrespective of the information provided via the operator-B network, the WLAN-capable UE will have to scan for the presence of WLAN AP’s on which it can obtain access to its H-PLMN ? 

Depending on the scenarios that need to be covered, the solution for WLAN AP selection support via UMTS can vary from very simple (e.g. 1 bit “IWLAN scanning required” indicator) to very complex (full cell reselection functionality). In order to understand the scope of such solutions, RAN2 would like to understand the requirements that would need to be supported by a UTRAN solution:

1) E.g. which scenarios would need to be supported by the UTRAN in the release-6 timeframe ? Can a release-6 UTRAN solution be limited to the scenarios currently targetted for Rel-6 (scenarios 2 & 3), or should a release-6 UTRAN already support later release UMTS-IWLAN scenarios ?

2) Is there anywhere a more detailed description of the requirements for the UMTS support for I-WLAN in Release-6, e.g. is there a stage-1 related to this functionality ?

Actions to SA1 group: RAN2 would kindly like to ask SA1 to answer the indicated questions.
	FW to WLAN

	S2-041139
	R3-040557
	LS on ‘Data Volume Reporting at RAB modification request’.
	To: TSG SA5  Cc: TSG SA2

RANAP uses the same procedure named RAB Assignment Request to set up a RAB or to modify a RAB or to release a RAB.

During RAN3#41, RAN3 has discussed the inclusion of the unsent data volume in a RAB Assignment Response message when it is sent by RNC as a response to the RAB modification request (i.e. RAB Assignment Request with RABs to Modify).

RAN3 discovered that some of its current assumptions or even RANAP statements were in contradiction with TS32.215 as follows:

· It is RAN3 view that data volume reporting function can be triggered by a RAB Assignment Request (RABs to Set Up) and the RNC will then include the unsent data volume at Iu Release Complete or RAB Assignment Response (RAB released).

· In line with TS32.215.

· RAN3 believes that it may still in addition be relevant to report an intermediary unsent data volume report in a RAB Assignment Response (RAB Successfully Modified) is some modification scenarios (e.g. modification of requested QoS). In that case, the unsent data volume reported in the subsequent Iu Release Complete or RAB Assignment Response (RAB released) will be the volume since the last volume reported.

· This point is however in contradiction with TS32.215 section 5.3 which states that:

“The reporting of unsent data by the RNC to the 3G-SGSN will only occur at RAB release”

· RAN3 also thought that there could also be the need that the RAB Assignment Request (RABs to Modify) can start the reporting if it was not started, or can stop it if it was started.

· RAN3 would like to confirm/investigate this last point with SA5.

Actions to SA5: group: RAN3 would be grateful if SA5 could consider the scenarios described above and indicate to RAN3 whether it shares or not the current RAN3 view.


	Noted

	S2-041140
	R3-040672
	Response LS on Multiple MBMS Issues
	To: SA4 Cc: SA1, SA2, RAN1, RAN2, RAN4, GERAN1, GERAN2
RAN3 would like to thank SA4 for their LS (S4-040132), where it is asked to provide an indication of the expected average and maximum (worst case) duration of data loss in case of MBMS inter RNC cell changes with the current assumed architecture. 

RAN3, from the UTRAN perspective, would like to provide the following response:

· The duration of data loss during inter RNC cell change, in case of MBMS, depends on many factors e.g. RRC state/mode of the UE, UE performance, Network performance and the MBMS configuration in the Source RNS and the Target RNS.

· RAN4 specification(TS 25.133 of R99/Rel4/Rel5) may be useful to get an indication of the duration of the data loss during cell reselection in different RRC states/modes from the UE perspective. 

· Duration of the data loss contributed by network/UTRAN depends on implementation.

There can be additional data loss during inter RNC cell change, depending upon the MBMS scenario used in the Source RNS(SRNS) and the Target RNS(TRNS) as outlined in the following examples:

· SRNS(ptm MBMS transmission ongoing) – TRNS(ptm MBMS transmission ongoing)

The UE doesn’t need to wait for any action on the network side before start receiving MBMS user data. The duration of data loss, in this scenario, can be considered minimal. 

· SRNS(ptm MBMS transmission ongoing) – TRNS(ptp MBMS transmission ongoing)

The UE may have to wait to establish an RRC connection in the TRNS, if the UE was in RRC Idle mode in the SRNS. The duration of data loss, in this scenario, can be large depending upon the radio condition.

· SRNS(MBMS transmission ongoing) – TRNS(No MBMS transmission ongoing)

The UE need to indicate to the network, of the cell change and wait for the network to establish the MBMS bearer and start transmission. The duration of data loss, in this scenario, can also be large.

Considering the above points, RAN3 is of the view that from UTRAN perspective, a duration of 2 Sec of data loss during inter RNC cell change seems to be a reasonable assumption for developing application level FEC for MBMS. However, there may be scenario where this duration may be larger than 2 Sec.

Actions to SA4: RAN3 kindly asks SA4 to take this information into account for the development of application layer FEC scheme for MBMS.
	FW to MBMS

	S2-041141
	R3-040674
	LS on ‘MBMS Service Area’.
	To: TSG SA2  Cc: TSG RAN2
RAN3 would like to inform TSG SA2 that they further discussed the specification of the MBMS service area in the frame of the stage 3 specification ongoing process and came to the two following Working Assumptions:

· an MBMS Service Area is composed of a list of Release 99 SAIs,

· all cells of an MBMS Service Area are MBMS capable and the SAIs are supposed configured accordingly. 

As per RAN3 working rules, if no blocking point is detected and signalled back by SA2, this Working Assumptions will become definitive agreements.

Actions to SA2: To take note of RAN3 decision and indicate back only if a blocking point is detected.

	FW to MBMS

	S2-041142
	S4-040130
	Request for simulations parameters and/or error patterns for MBMS
	To: GERAN1, GERAN2, RAN1, RAN2, RAN3 Cc: SA2

SA4 has started to the work to develop FEC schemes on the application level. In order to run application layer FEC simulation, SA4 require bit and/or SDU error patterns for the MBMS radio bearer. Of most importance for FEC simulations are patterns/distributions in the range 10% to 0.1%.

In addition to simulating link loss, SA4 would like to simulate cell congestion loss and cell change loss. 

The congestion scenario of most interest is for background class for download. As this has no guaranteed QoS, SA4 are considering simulating cell congestion loss ratio between 0 and 1

SA4 would also like to receive some typical Cell Congestion Loss Patterns. (SA4 have been considering the following model: A period of X seconds when losses are uniformly distributed according to loss ratio. Occurs on average every Y seconds.)

Furthermore SA4 would like to receive some typical Cell Change Loss Patterns. (SA4 have been considering the following model: 100% packet loss for a period of average X seconds. Occurs on average every Y seconds.)

In an MBMS scenario even stationary users perceive different radio conditions depending on their location in the cell. In order to capture user distributions, it is useful to assume a certain BLER distribution, reflecting the variety of channel conditions the users of an MBMS service will perceive. For realistic simulations focusing on MBMS scenarios it is important to take those effects into account by at least assuming a larger user group where each users perceives a different BLER.

SA4 likes to get a better understanding of the MBMS bearer. Therefore SA4 kindly asks GERAN/RAN to provide answers to the following questions:

· What is the bandwidth that can be supported at different loss rate for the same overall resource consumption in RAN/GERAN?

· If target SDU error ratio is X %, What is the expected distribution of actual encountered error ratios assuming a typical UEs in the cell?

For application layer FEC simulations, SA4 plans to use a simulation model which models the protocol stack from the IP layer until the RLC layer. In order to set up an appropriate simulation model, SA4 needs answers to the following questions:

- What are the RLC transport block sizes and possible SDU size limitations/restrictions for MBMS bearer configurations for the scenarios above? 

- What does the distribution of the average RLC transport block error probability look like for a complete cell for the scenarios above?

Actions to GERAN1, GERAN2, RAN1, RAN2, RAN3:

In order to support with the FEC simulation process SA4 kindly ask that you provide information on the questions above.


	FW to MBMS

	S2-041143
	S4-040132
	Reply LS on Multiple MBMS Issues
	To: RAN3 Cc: SA2, SA1, RAN1, RAN2, RAN4, GERAN1, GERAN2

SA4 would like to thank RAN3 for their LS (S4-030003 = R3-040175) asking one question on MBMS. RAN3 question was: 

"RAN3 kindly asks SA4 to clarify, if the above assumption by RAN3, meets the synchronisation requirement for MBMS content."
SA4 understands that un-synchronisation of MBMS flows between cells may end up in data losses/data duplication in user mobility scenarios. SA4 notes that synchronisation is not possible between cells on separate RNCs with the current assumed architecture.

SA4 would like to inform RAN3 that application (i.e. codecs) can cope with a certain amount of data losses. However, after a certain number of consecutive data losses – this number depends on the codec and the error recovery algorithm - these data losses eventually cause a media interruption. 

RAN3 should also be aware that based on current MBMS radio channel performances provided by RAN1, SA4 will study application layer FEC schemes to overcome high SDU error rates in order to provide the required QoS (for streaming services, there exist QoS targets in 3GPP TS 26.234 which RAN3 can refer too). These FEC schemes will hopefully reduce the amount of data losses the codec has to cope with. For this purpose, SA4 would like to obtain an indication from RAN3 on the expected average and maximum (worst case) duration of data losses in case of inter RNC cell changes with the current assumed architecture.

SA4 will keep RAN3 (and other groups) informed of conclusion on its MBMS application layer FEC schemes development work. 

Actions to RAN3: RAN3 to provide, if possible, an indication of the expected average and maximum (worst case) duration of data losses in case of MBMS inter RNC cell changes with the current assumed architecture.

	FW to MBMS

	S2-041144
	S4-040133
	Reply LS on “LS on HTTP based services and order of procedures”
	To: SA3 Cc: SA2, CN1

SA4 would like to thank SA3 for their LS (S4-040113 = S3-040200) asking questions on MBMS. The following actions was given to SA4:

· Does SA4 see any problems or issues in using HTTP based authentication mechanism for MBMS?

· Do SA4 foresee any procedures for application layer joining?

· Does SA4 see if and how the application layer joining is related to user authentication, for example to the HTTP digest procedure described in the attached document S3-040058?

· What is the understanding of SA4 regarding the order of procedures described in point 3?

· SA3 would also like to ask SA4 to comment on the relation of application layer joining procedure and bearer level joining procedure.

SA4 is currently not in the position to answer the questions above. SA4 recognise the responsibility (as has been pointed out by SA2) to define the service architecture. We have not yet defined the service architecture nor looked at the security requirements. 

For your information: SA4 has a working assumption to use HTTP as the transport protocol but this is only agreed for the repair service.

We will keep you informed on our development of the service architecture.

Actions: None!
	FW to MBMS

	S2-041145
	S4-040154
	Reply LS on Harmonisation of AMR Configurations
	To: SA2, GERAN1, GERAN2, RAN2, CN4, T1

SA4 would like to thank SA2 for their LS (S4-040114 = S2-041025) on Harmonisation of AMR Configurations.

SA4 agrees that harmonisation of AMR configurations for CS Speech in Release 6 would be a valuable enhancement for systems supporting TFO/TrFO.

SA4 agrees to co-ordinate the task of selecting a single preferred combination and plans to agree on the final combination at SA4#31.

Actions GERAN1, GERAN2, RAN2, CN4, T1: All groups to inform SA4 of any limitations they might have in reducing the set of preferred AMR combinations to a single set from Release 6. In particular:

Are there any backward compatibility issues with moving to a single set of rates?

Are any combinations incompatible?

	Noted

	S2-041146
	S4-040121
	Reply to “LS on service announcement and UE joining procedure”
	To: SA3 Cc: SA1, SA2
SA4 thanks SA3 for their LS on service announcement and UE joining procedure (S4-030813/S3-030806). SA4 believes that it is not a problem to specify the indication of any feature in the MBMS service announcement.

However, regarding the “Joining availability time” feature, while this is still theoretically feasible from SA4 point of view, SA1 “does not see the need for this concept” (see LS S4-040004/S1-040224) and SA2 “is not convinced of the need of such an indication” (see LS S4-040007/S2-040458).

SA4, therefore, prefers to refrain from specifying a feature until this is a needed requirement and/or described in the MBMS architecture. 


	FW to MBMS

	S2-041147
	S4-040190
	Draft Reply LS on Reply LS on Optimisation of Voice over IMS
	To: RAN2, SA2 Cc: CN1, RAN3

SA4 would like to thank RAN2 for their LS. SA4 have been studying the questions of RAN2 regarding the optimisation of the radio bearer to support voice services over IMS. SA4 likes to give answers on some of the questions taking into account that some answers have already been given by SA 2.
The answers are based on TS 26.236 that gives recommendations for mapping of SDP parameters in UMTS QoS parameters for conversational multimedia applications. Please note that the indicated values are not the exactly calculated values but the next higher ones according to the encoding rules.

· QoS Attributes 
· Can the RNC rely on the SSD field (indicating ‘Speech’) within the RAB parameter provided over RANAP for getting an indication from the SGSN that the requested RAB is intended to carry speech packets?

SA4 answer: One should expect that for most applications using voice the SSD field indicates “speech”. Currently the setting of this parameter is optional, but it could be made mandatory in TS 26.236, but the impact of this change is outside the scope of SA4.

· What will be the maximum bit rate and the guaranteed bit rate requested by the UE for a voice call with AMR 12.2 Kbps over IMS, both for RTP and RTCP multiplexed on one RAB and on separate RABs?

SA4 answer: The guaranteed bit rate according to TS 26.236 including uncompressed RTP/UDP/IPv4 headers would be 29 kbps without RTCP and 31 kbps with RTCP  The guaranteed bit rate including uncompressed RTP/UDP/IPv6 headers would be 37 kbps without RTCP and 39 kbps with RTCP. The maximum bitrate would be identical to the guaranteed bitrate. RTCP on a separate RAB has not been considered yet in TS 26.236. However, according to the figures reported above, the bandwidth for RTCP (on a separate or multiplexed bearer) would amount to a guaranteed and maximum bitrate of 2 kbps for both IPv4 and IPv6. All the examples consider to use an RTCP bandwidth equal to the default 2.5% of the RTP session bandwidth. However, it must be noted that the RTCP bandwidth can be arbitrarily set to a value, which is not in function of the RTP bandwidth.

· In case that RTP and RTCP are multiplexed on one RAB, are the maximum bit rate and the guaranteed bit rate in the RAB parameter applied to both RTP and RTCP? If they are only applied to RTP, then what’s the maximum and guaranteed bit rate the UE will request for RTCP?
SA4 answer: The maximum and the guaranteed bitrate are applied to both RTP and RTCP, see answer above.

· How much can the UTRAN rely on the “signalling flag” over Iu to really indicate signalling traffic only?
SA4 answer: SA2 had already answered.
· IPSec

· Is IPSec applied on the IP packets carrying RTP/RTCP for voice over IMS?

SA4 answer: SA2 had already answered.
· Differentiation of RTP and RTCP Packets

· Is it possible to differentiate RTP and RTCP packets by their size over the Iu interface?

SA4 answer: For conversational voice using 12.2 AMR codec, RTCP packets are larger than RTP packets. However, this is restricted to this particular 12.2 AMR payload and not a general rule. For other payloads, you may have less frequent RTP packets of similar or larger size than the RTCP packets. 

· Is there any mechanism other than UDP port number that can be used to identify RTP and RTCP packets?
SA4 answer: No other mechanism is known. Furthermore, RTP and RTCP do not use well-known ports. However, if one assumes that RTP and RTCP are used, the odd-even rule for ports from the SDP RFC 2327 is a suitable criterion to keep apart RTP and RTCP. Potential limitations: IETF now approved RFC 3605, which allows the usage of arbitrary port numbers for RTP and RTCP, which breaks this rule.

· If IPSec is applied, can there be any means in CN or UTRAN to separate RTP and RTCP traffic ?

SA4 answer: SA2 had already answered.
· Multiplexing

RAN2 investigates also the possibility to transmit RTP and RTCP separately in the UTRAN and sees the two possibilities to already separate the two flows in the CN (on two PDP contexts) or in the UTRAN

· What are the benefits/drawbacks to have RTP and RTCP packets on the same RAB and do the split in the UTRAN compared to having them on different RABs?
SA4 answer: SA2 should provide an answer. 

2. Actions:

To RAN2:

SA4 kindly asks RAN2 to further study the advantages and drawbacks of having the RTP and RTCP on the same RAB and to do the split in the UTRAN.

To SA2:

SA 4 kindly asks SA2 to provide further answer as requested above.
	Open

	S2-041148
	SP-040218
	LS Reply to Request for close cooperation on future NGN Standardisation
	To: TISPAN (alainxavier.leroux@rd.francetelecom.com); TSG SA WG 2 Cc: PCG, SA WG1, SA WG3, CN WG1, CN WG3, CN WG4

3GPP thanks ETSI TISPAN for the LS on upcoming work on Next Generation Networks (NGN) and looks forward to working with ETSI TISPAN on the development of this functionality. Given the criticality of this work for the industry, 3GPP believes that it is desirable to take concrete steps to ensure a successful collaboration between ETSI TISPAN and 3GPP on use of IMS as a component of NGN. 

It was agreed that 3GPP would support the TISPAN decision to use IMS as a component of NGN. 3GPPsupports the necessary enhancements to IMS within 3GPP carried out under the normal 3GPP Work Item process. 3GPP work items for NGN harmonisation would need to be created and approved as per the normal 3GPP process. Note that while this liaison statement specifically mentions IMS, many of the criteria identified below could apply to the reuse of other 3GPP specifications if they prove relevant to the NGN work, and ETSI TISPAN so desires.

3GPP would be willing to organize a workshop to discuss the NGN requirements, architecture, and timelines. 

3GPP asks ETSI TISPAN to consider the following points:

1. 3GPP understands that ETSI TISPAN will develop documents referencing 3GPP IMS specifications. 3GPP would like to minimise the number of differences from 3GPP specifications, particularly if enhancements and changes would be generally useful to IMS.

2. Work within 3GPP to address any enhancements required for NGN is expected to be driven by 3GPP member companies (many of which are also members of ETSI TISPAN).  This work is subject to the standard 3GPP work item definition and approval process. 3GPP intends to address this topic expeditiously.

3. 3GPP TSG CN should be the single point of contact with IETF in addressing extensions to IETF protocols for the support of IMS.

4. ETSI TISPAN is requested to give a presentation of preliminary NGN requirements, architecture, and timelines. The following is a list of suggested items to be addressed by a workshop:
· What is TISPAN planning to do?

· What are TISPAN requirements?

· What are expected TISPAN changes to IMS?

· 3GPP reactions to these changes

· Document structure discussions

· Work programmes

2. Actions:

To SA2 group.

ACTION: 
3GPP requests the 3GPP TSG SA WG2 management to organise such a workshop in conjunction with ETSI TISPAN.

To ETSI TISPAN group.

ACTION: 
3GPP asks ETSI TISPAN endorse the workshop and to take note of the considerations above.
	Open

	S2-041149
	T2-040100
	LS on latest version of 23.241 and proposed work assignments
	To: CN4, SA2, SA5, CN5 Cc: TSG-T, TSG-CN
This LS conveys the latest version of TS23.241, 3GPP Generic User Profile Stage 2 Data Description Method,  for your information, and proposes some assignments for some future work for your consideration and decision.

TS23.241 version 1.0.0 was presented to TSG-T#22 December 2003 for information. T2 have now completed the TS23.241 to the level required for submission to TSG-T#23 March 2004 for approval. The latest version is attached for your information. 

Proposals

1. T2 would like to propose to CN4 that their work on TS29.240 be based on TS23.241, and TS23.241 be referenced in TS29.240.

2. T2 would like to propose to CN4 that further work in the area of Common Definitions (Properties) Schemas be carried out in CN4 in TS29.240. 

3. T2 would like to propose to CN4 that Templates for GUP (Profile) Component Schemas are already well-developed in TS23.241, and therefore TS23.241 be the TS for all further work in this area.

4. T2 is of the opinion that alignment between TS23.241 and TS29.240 is still an open item. T2 further proposes that this topic, and work coordination, be a topic for the Joint Meeting between T2SWG2 and CN4 confirmed for April 21 co-located with the T2#25 Meeting listed below.

Actions:

To CN4, SA2, CN5 groups.

ACTION: 
CN4 – 

T2 requests CN4 group to kindly consider and respond to the above 4 proposals. T2 proposes that these be discussed in the Joint meeting CN4-T2SWG2 April 21st.

ACTION:
SA2, SA5, CN5 – 

T2 requests these Groups to kindly review the TS for their information and possible future use.
	Open

	S2-041150
	TP-040060
	LS on MMS as a Bearer for USAT
	To: SA1 Cc: SA2, T2, T3

TSG-T thanks SA1 for their liaison statement (S1-040255) on MMS as a Bearer for USAT and notes the content.

TSG-T at our previous meeting (December 2003, Maui) agreed that MMS would not be used as a bearer for USAT and instead the Bearer Independent Protocol would be used.

TSG-T notes that SA1 has included text in 22.140 referring to “MM not intended for presentation”, however the TSG-T understanding is that there is no intended linkage between “MM not intended for presentation” and “Bearer for USAT”, in line with the decision mentioned above at the previous TSG-T meeting already communicated to SA1 and the other groups copied on this LS.

If SA1 concurs with the decision previously made at TSG-T and the interpretation above that there is no relationship between “high bandwidth bearer for USAT” and “MM not intended for presentation” then there is no need for any further LS.
If SA1 does not concur with the decision previously made at TSG-T and the interpretation above, TSG-T requests that SA1 provides more information about the intended relationship and how this fits with the previously mentioned TSG-T decision.

Actions to SA1: TSG-T asks SA1 to decide whether it concurs with the decision previously made at TSG-T and the interpretation above that there is no relationship between “high bandwidth bearer for USAT” and “MM not intended for presentation” and if not to respond back to TSG-T from the next SA1 meeting with further information as outlined above.
	Noted

	S2-041151
	TP-040072
	LS on the harmonization of ISIM for 3GPP2
	To: 3GPP2-TSG-C, 3GPP TSG SA2 Cc: 3GPP TSG T3

3GPP TSG T would like to inform 3GPP2-TSG-C that 3GPP TSG T has agreed the attached CR on harmonization of the ISIM for 3GPP2. See Tdoc T-040067 attached. This CR is derived from the original proposal from 3GPP2-TSG-C.

T would like to inform 3GPP2 that it is felt by 3GPP that a P-CSCF file within the ISIM is not felt necessary when accessing IMS through a 3GPP network.

3GPP T (and 3GPP TSG T3) would welcome any further harmonization request from 3GPP2-TSG-C.

Actions

To 3GPP2-TSG-C:

1) Inform 3GPP-TSG-T if they have any remark about the proposed CR

2) Inform 3GPP-TSG-T3 about all future modifications to the ISIM that would be needed for 3GPP2 needs

To 3GPP SA2:

3GPP SA2 is asked to consider the attached CR, noting that it does not allow a UE to use the field when the terminal is using a 3GPP access network, and indicate to TSG T and TSG T3 whether:

1) A 3GPP I-WLAN is considered to be a 3GPP access network

2) the CR affects any aspect of WLAN interworking in the 3GPP.

	Open
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Introduction


During SA2#36 meeting, a contribution from Nortel (s2-034016) removed the notion of I-WLAN SSID from TS 23.234. Although Orange objected to this decision, the chairman decided to approve this contribution but to leave the discussion open for Innsbruck meeting.


This contribution re-affirms the need to define a tool allowing the users to know, before associating to an Access Point, whether it belongs to an interworking WLAN or not.


The aim of this contribution is not necessarily to mandate the use of SSIDs to transport such an information, so we also show alternative solutions and analyze the pros and cons of each of them. The aim is not to push one particular solution but to initiate the discussion that will lead to a decision on the method to standardize. However we wish to underline the need for a unique standardized solution, as options would lead to unpredictable behaviours of the Access Points and clients, which is not satisfactory.


Requirement


We believe that it is not desireable to lose the possibility to inform a client whether a given WLAN AN provides 3G interworking or not. There is a need to find which WLAN to use in roaming situations, and authenticating to each WLAN AN before finding an interworking one does not seem to be an acceptable behavior from the user's point of view.


Hence we propose the following modification in section 5.4.2.1 of TS 23.234:


*** Start of change ***

5.4.2.1
Case of IEEE 802.11 WLANs


The following principles shall apply:


-
Require no modifications of existing legacy APs.


-
Have no impact on existing legacy clients (implies no modification of current broadcast SSIDs).


-
Have low latency and overhead.


In the case of IEEE 802.11 WLANs the principles described  imply two specific impacts: -


· Modification of current broadcast SSIDs shall not be required


· Multiple SSIDs may be supported  (i.e. only standard 802.11 capable APs are required)


A WLAN network name is provided in WLAN beacon signal in so-called SSID (Service Set ID) information element. There is also the possibility for a WLAN UE to actively solicit support for specific SSIDs by sending a probe request message and receive a reply if the access point does support the solicited SSID. [IEEE 802.11-01/659r0]


The WLAN UE shall store a list of Preferred SSIDs provided by the Home Network operator and shall also maintain a list of the user's Preferred SSIDs. The user's Preferred SSID list shall be used if none of the SSIDs specified in the operator's Preferred SSID list are available.


The Operator's preferred SSID list would be populated, for example, with the SSIDs commonly used by major hotspot operators with whom the Home Operator has a direct relationship.

It shall be possible for a WLAN AN to indicate before association that it provides 3G interworking.


It shall be possible for a WLAN UE to prioritize (before associating) WLAN ANs that indicate that they are I-WLANs.


Once the availability of one of the preferred SSIDs is confirmed either in the beacon or in a probe response message, the WLAN UE performs association with the particular access point using the selected preferred SSID. 


*** End of change ***

Technical alternatives to indicate 3G interworking to a client before association


Broadcasting the 3G interworking capability in beacons


. 


Use of SSID "in clear"


It was agreed that it is technically not possible to define one single SSID for that purpose. The reason is that it would result in different WLAN ANs using the same SSID in the same place, which would lead to major issues as the client would no longer be able to differentiate WLAN ANs based on the SSID information.


Hence, when we talk about using the SSID to carry the "I-WLAN" information, we only mean the use of a standardized flag within the SSID; for instance, the SSID could become 3g.mcdonalds, where "mcdonalds" indicates the name of the WLAN AN owner, and "3g" would indicate the possibility of this WLAN AN to interwork with at least a 3G operator.


It is understood that an independent WLAN access provider wants to be able to broadcast at least one SSID that does not contain the "3g" information. As such, the "mcdonalds" SSID will be the first one to be broadcast, and the "3g.mcdonalds" SSID will only be broadcast if multiple broadcast SSIDs are available.


Pros of this solution: a client is able by itself to understand which WLAN does or does not provide 3G interworking. This can be included in a smart client.


Cons of this solution: it requires the WLAN to implement the capacity to broadcast multiple SSIDs (see for example IEEE document 11-03-154). Though, there are (unfortunately) many ways to implement such a functionality that has not been yet standardized to the best of our knowledge, major vendors seem to have implemented the way referred to as " Single SSIDs/Beacon, Single Beacon, Single BSSID" in the IEEE document (this solution is quoted in the annex of this contribution). Therefore, it is even doubtful that this solution work with most multi-SSID access point, that would not be able to broadcast several SSIDs. This solution also increases the number of SSID that are broadcast and it consumes bandwidth.


Impact for 3GPP standards: This solution requires 3GPP to standardize the format of the I-WLAN SSID (i.e. standardize the "3g" flag and its position in the broadcast SSID), as well as the smart client behavior.


Impact for IEEE standards: this solution would be easily deployed if multiple SSIDs could be broadcast and could be explicitly allowed by the standards.


Use of a "hidden" SSID flag


The idea here is to still flag the SSID but to hide this flag to the client. In IEEE 802.11-1999, it is said that the SSID is a null-terminated ASCII string.


Since the length of this string is provided in the information element, the idea is here to provide the flag after the null-terminated character. The "normal" SSID would be broadcast before the null-character and the 3G flag afterwards.


Pros of this solution: it doesn't require multi-SSID capability and doesn't consume much additional bandwidth. It should be easy to tweak the existing implementations to comply to this solution.


Cons of this solution: it requires some modifications on the APs and some on the client (to avoid misbehaviors of his equipment such as rejecting the SSID as invalid or showing the whole SSID including the flag).


Impact for 3GPP standardization: This solution requires 3GPP to standardize the format of the I-WLAN SSID (i.e. standardize the "3g" flag and its position in the broadcast SSID).


Impact for IEEE: no impact is foreseen.


Use of another part of the beacon


SSID is not the only place in the beacon  to broadcast the information that a WLAN AN provides 3G interworking


3G interworking could be announced by a flag included in another fixed length management frame component or in a management frame information element.


The chosen fixed length management frame component or in a management frame information element could either already exist (in which case, it would be a tweak) or be created.


Pros of this solution: it avoids the associated SSID problems.


Cons of this solution: it requires some modifications on the APs and some on the client. These modifications, shouldn't there be tweaks, would rather be IEEE 802.11 business, which might very well not even consider studying them.


Impact on 3GPP: this solution requires coordination between 3GPP and IEEE so that IEEE takes into account the requirements from 3GPP and 3GPP can then include the support of IEEE solutions in 3GPP specifications.


Impact on IEEE standards: if it is necessary to create a new management frame IE, it is necessary to make amendment to the 802.11 MAC core specification.


Announcing the 3G interworking capability in probe responses


This solution consists in broadcasting a single beacon with a unique SSID without any 3G flag but responding to probe responses directed to a SSID constructed according to a 3GPP grammar rule form the unique SSID broadcast in the beacon.


For instance, the client detects SSID "mcdonalds". He probes "3g.mcdonalds". If he gets a probe response, then he knows that the detected WLAN has 3G interworking capabilities. Whether he should then associate to "mcdonalds" or "3g.mcdonalds" is still to be determined.


Pros of this solution: it should be easy to implement on most APs that support multi-SSID (see discussion of the section "Use of SSID "in clear"") and should not be too difficult to implement in APs not supporting multi-SSID. It should be easy to implement a user-friendly program in the clients (that would typically automatically send the adequate probe request upon detection of a WLAN beacon and present the result to the client)


Cons of this solution: it requires some though little modification to the APs and the client and it consumes a little bandwidth due to systematic probing.


Impacts on 3GPP: This solution requires 3GPP to standardize the format of the I-WLAN SSID (i.e. standardize the "3g" flag and its position in the broadcast SSID), as well the client behaviour.


Impact on IEEE standards:  no impact is foreseen.


Announcing the 3G interworking capability in static SSID phone-book


This is the "static" solution: the client is provisioned with an SSID phonebook that lists the WLANs that interwork with 3G.


Pros of this solution: it doesn't require any modification to the APs


Cons of this solution: it a priori doesn't scale well, it requires modification on the client to be user-friendly and it has to be further specified (e.g. how would the SSID phone-book be distributed?)


Impact on 3GPP: the provisioning of the SSID phone-book needs to be studied and standardized.


Impact on IEEE standards:  no impact is foreseen.


Informative: Technical alternatives to indicate 3G interworking to a client after association


Using EAP-network selection and discovery


Some work has started in the IETF EAP WG after IETF58 which took place November 2004 (please see draft-adrangi-eap-network-discovery-and-selection-00.txt and http://mail.frascone.com/pipermail/eap/ for the mailing list discussions).


It would be possible to use this work to announce 3G interworking.


Pros of this solution: It wouldn't require any modification to the APs and future clients are supposed to comply to the new RFC.


Cons of this solution: It takes place after association and work has just started (hence, there is no visibility so as whether it will complete and when).


Using EAP methods


It could be possible to use an EAP method during or after authentication (e.g. EAP-TLV) to inform the client that the WLAN it is authenticating or it has authenticated to has 3G interworking capabilities.


Pros of this solution: It wouldn't require any modification to the APs and future clients could implement these functionalities


Cons of this solution: It takes place after association, work has started but only on an individual submission basis (hence, there is no visibility so as whether it will complete and when, and whether all clients will implement such EAP methods).


Annex: Extract from IEEE 11-03-154 on the "Single SSID/Beacon, Single Beacon, Single BSSID solution"


(Bernard Aboba – Microsoft)


"In this approach, Beacons and Probe Responses contain only one SSID IE.  The AP includes a “primary” SSID in the Beacon, and responds to Probe Requests for the broadcast SSID only with a Probe Response for the “primary” SSID. However, the AP does respond to a Probe Request for a “secondary” SSID with a Probe Response for that SSID. With this approach, each Virtual AP may have a distinct SSID and set of capabilities, and the Beacon interval remains unchanged. 


The AP typically uses a single BSSID in all management frames, regardless of SSID, resulting in STAs receiving and then discarding traffic from broadcast domains they do not belong to. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. 


Since only a single “primary” SSID is advertised in the Beacon, passive scanning cannot determine the supported SSIDs.  Even a STA listening for Probe Responses for a substantial period may not learn all the supported SSIDs, or even multiple capability sets available within the single “primary” SSID.   For example, using this method it is not possible for a WISP to simultaneously advertise Web Portal access as well as WPA support. To complete an active scan, the STA needs to send a Probe Request for each of the “secondary” SSIDs. Depending on the number of “secondary” SSIDs in the preference list, this can considerably increase the time and traffic required for an active scan – resulting in increased roaming times. Since an SSID and its associated capability set must be known before it can be queried in a Probe Request, this approach does not enable discovery of new SSIDs and capability sets, except by snooping of Probe Responses. 


While this approach is interoperable, it suffers from poor roaming times, and does not allow discovery of new networks or capability sets. This approach requires pre-configuration of each client, making it inappropriate for implementation of a GUEST network as described in Example 1 above.  In addition, it cannot address the needs of a WISP looking to offer multiple ways of accessing a single network.  Given the lack of flexibility of this approach, it is not recommended."
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Abstract


This paper reviews issues relating to virtual access points, access points which simultaneously advertise access to multiple networks. By enabling a single physical AP to present itself to the STA as multiple “virtual APs” additional flexibility is provided in situations where simultaneous support for multiple access methods is required. In addition, virtual APs enable more economical deployment in situations where multiple providers would otherwise build out multiple networks within the same geographic area. This paper begins by describing the benefits of virtual APs, and then discusses the mechanisms used to implement this capability today. The approaches are reviewed and compared, and a standard approach is recommended. 
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1. Introduction


1.1 What is a Virtual Access Point?


A “Virtual Access Point” is a logical entity that exists within a physical Access Point (AP). When a single physical AP supports multiple “Virtual APs”, each Virtual AP appears to stations (STAs) to be an independent physical AP, even though only a single physical AP is present.   For example, multiple Virtual APs might exist within a single physical AP, each advertising a distinct SSID and capability set.  Alternatively, multiple Virtual APs might advertise the same SSID but a different capability set – allowing access to be provided via Web Portal, WEP, and WPA simultaneously. Where APs are shared by multiple providers, Virtual APs provide each provider with separate authentication and accounting data for their users, as well as diagnostic information, without sharing sensitive management traffic or data between providers. 

1.2 What are the benefits of Virtual APs? 


Virtual APs allow a single provider to offer multiple services, as well as enabling multiple providers to share the same physical infrastructure. Advantages include: 


· Channel conservation. Multiple providers are becoming the norm within public spaces such as airports. Within an airport, it might be necessary to support an FAA network, one or more airline networks, and perhaps one or more Wireless ISPs (WISPs). However, in the US and Europe, 802.11b networks can only support three usable channels, and in France and Japan only one channel is available. Once the channels are utilized by existing APs, additional APs will interfere with each other and reduce performance. By allowing a single network to be used for multiple purposes, Virtual APs conserve channels. 

· Capital expenditure reduction. Wireless LAN deployment is expensive, and in the current economic environment, raising capital is difficult. In order to provide a better return on the installation and maintenance costs of wireless infrastructure deployment, it is less expensive to build infrastructure and share it among multiple providers, than to build overlapping infrastructure. 

Since each Virtual AP is a logically separate entity, providers may use Virtual APs to offer multiple services on the same physical infrastructure. 

Example 1: Guest networks.  An enterprise customer could use Virtual AP capabilities in order to offer access to guests as well as employees without having to deploy multiple AP networks. One Virtual AP can advertise the “GUEST” SSID, offering access to an Internet VLAN, while another Virtual AP can advertise the “CORPNET” SSID, offering access to the  corporate network VLAN. 


Virtual APs also allow providers to share the same physical infrastructure, while offering access to distinct networks. 

Example 2: Web Portal/WPA transition.  A Wireless ISP (WISP) formerly offering Web Portal access might want to add support for WPA. In order to allow both WISP access and WPA to coexist simultaneously, one Virtual AP can advertise the “EXAMPLE” SSID with Open Authentication, while another Virtual AP can advertise the “EXAMPLE” SSID, but with WPA support. 

Example 3: WLAN resale. An infrastructure provider can resell access to the WLAN network, allowing each reseller to advertise their own unique set of services. For example, access could be offered via Web Portal, WPA or RSN simultaneously without having to deploy separate networks.  For example, one Virtual AP could advertise the “SLOWNET” SSID, offering rates of 1 and 2 Mbps, along with support for a Web portal with open authentication (no WEP). Another Virtual AP could advertise the “FASTWPA” SSID, offering rates of 1, 2, 5.5 and 11 Mbps and support for WPA, while yet another Virtual AP could advertise the “FASTRSN” SSID, offering rates of 1,2,5.5 and 11 Mbps and support for RSN. STAs signed up with the SLOWNET service can then associate with that network via the Web Portal, while STAs signed up with the FASTRSN service and supporting RSN can associate with that network. Since the “SLOWNET”, “FASTWPA” and “FASTRSN” Virtual APs coexist within the same physical AP, no additional equipment is needed to enable this.

1.3 The  Virtual AP concept 


A Virtual AP is a logical entity that to a STA is indistinguishable from a physical AP residing within the same enclosure. As with all idealizations, a Virtual AP implementation may approximate the ideal behavior to a greater or lesser degree. Virtual and physical AP implementations are compared in Figure 1. 
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Figure 1. The Virtual AP Concept

In order to provide STAs with the illusion of multiple physical APs within the same enclosure, it is necessary for Virtual APs to emulate the operation of physical APs at the MAC layer. Emulating the operation of a physical AP at the radio frequency layer is typically not possible within a Virtual AP, unless multiple radios are available.  


As noted in Figure 1, Virtual APs emulate the MAC layer behavior of physical APs by operating with distinct BSSIDs, SSIDs, capability advertisements and default key sets.


In order to provide providers sharing an AP with their own distinct authentication and accounting data as well as diagnostics, it is desirable to provide partial emulation of the IP and Application Layer behavior of physical APs.  


At the IP layer, the behavior of distinct physical APs is emulated by allocating a distinct IP address, and potentially a Fully Qualified Domain Name (FQDN) to each Virtual AP. 


At the Application Layer, the behavior of distinct physical APs may be emulated by providing each Virtual AP with its own set of SNMPv3 secrets and SNMPv2 communities, RADIUS shared secrets, and Web and telnet login identities. 


To provide the desired emulation at the MAC, IP and Application Layers, it is necessary to solve several technical problems: 


· Multiple SSIDs. In order to support multiple Virtual APs within a single physical AP, it is necessary to define how APs can support multiple SSIDs, and how STAs can discover those SSIDs. This allows each Virtual AP to each advertise its own SSID.

· Multiple capability advertisements. Since each Virtual AP may wish to offer a different set of services, it is necessary for each Virtual AP to advertise its own set of capabilities.  In some cases, this may require the same SSID to be advertised with multiple capability sets. 

· Multiple VLANs. It is typically desirable to avoid intermixing of traffic from distinct Virtual APs.  For example, on an AP shared by the FAA, an airline and a Wireless ISP (WISP), it would be undesirable for a WISP user to be able to snoop on or inject traffic into the FAA network. This can be achieved by allocating a unique VLAN to each Virtual AP. Since each VLAN represents a unique broadcast domain, in order to provide separation, each VLAN requires a unique default key. 

· Multiple RADIUS configurations. To allow each Virtual AP to be separately configured without affecting other Virtual APs, it is desirable to allow multiple RADIUS configurations, one for each virtual AP. For example, each Virtual AP might be configured to use a different RADIUS proxy. 

· Multiple virtual SNMP MIBs.  To enable each Virtual AP to be separately managed, it is desirable a unique virtual MIB per Virtual AP. This can be accomplished by allocating each Virtual AP its own IP address, or by use of SNMPv3 context [RFC2975]. 

· Pre-authentication routing. In the Association/Reassociation Request, the STA indicates the SSID it is associating with. Since 802.11 supports authentication prior to association, it is possible for an AP to receive an authentication request prior to association. Since Virtual APs may support multiple authentication models, before responding to a pre-authentication request, it is necessary to determine the SSID (and Virtual AP) to which it is targeted.   

2 MAC layer issues


2.1. Multiple SSIDs


In [IEEE80211], the SSID is a field between 0 and 32 octets that may be included as an Information Element (IE) within management frames. A zero length SSID indicates the broadcast SSID “any”. Management frames supporting the SSID IE include the Beacon, Probe Request/Response, and Association/Reassociation Request frames. 


In order to discover SSIDs, the STA may support passive and/or active scanning. In passive scanning, the STA listens on a given channel for Beacons and Probe Responses, but does not issue its own Probe Requests. In active scanning, the STA issues a Probe Request to obtain this information more quickly. 


Since in 802.11 it is only possible for a STA to associate with a single AP and only a single SSID IE may be included within an Association/Reassociation Request, it is only possible for a STA to be associated with a single SSID at a time.


In order to support multiple SSIDs per AP, the following approaches may be considered:  


1. Multiple SSIDs/Beacon, Single Beacon, Single BSSID. In this approach, the AP only uses a single BSSID, and sends a single Beacon.  The AP includes multiple SSID Information Elements (IEs) within the Beacon or Probe Response, with the Beacon interval remaining unchanged. 


2. Single SSID/Beacon, Single Beacon, Single BSSID. In this approach, the AP only uses a single BSSID and sends a single Beacon. Each Beacon or Probe Response contains only one SSID IE.  Only the capabilities corresponding to the “primary” SSID are sent in the Beacon and in response to a Probe Request for the broadcast SSID. However,  the AP responds to Probe Requests for “secondary” SSIDs with a Probe Response including the capabilities corresponding to that SSID.


3. Single SSID/Beacon, Multiple Beacons, Single BSSID. In this approach, the AP only uses a single BSSID, but sends multiple Beacons, each with a single SSID IE. The AP responds to Probe Requests for supported SSIDs (including a Request for the broadcast SSID) with a Probe Response including the capabilities corresponding to each SSID.


4. Single SSID/Beacon, Multiple Beacons, Multiple BSSIDs. In this approach, the AP uses multiple BSSIDs. Each Beacon or Probe Response contains only a single SSID IE. The AP sends Beacons for each Virtual AP that it supports at the standard Beacon interval, using a unique BSSID for each one. The AP responds to Probe Requests for supported BSSIDs (including a Request for the broadcast SSID) with a Probe Response including the capabilities corresponding to each BSSID.


The IEEE 802.11 specification does not provide guidance on which of these approaches is appropriate, and as a result, multiple incompatible approaches have been chosen by vendors. Unfortunately, as will be described, several of these approaches result in interoperability problems or undesirable side effects. Given the importance of Virtual AP support,  it is highly desirable for the industry to converge on a single approach. 

As described below, approach 4 (Single SSID/Beacon, Multiple Beacons,  Multiple BSSIDs) appears to be superior: it is the most compatible with the Virtual AP concept, is compatible with existing STAs, allows the discovery of new SSIDs, and does not increase the time required for a passive scan.  It is therefore recommended that this approach be selected by vendors desiring to support Virtual APs. More details on each of the approaches is given below. 


2.1.1 Multiple SSIDs/Beacon, Single Beacon, Single BSSID

In this approach, an AP includes multiple SSID IEs within the Beacon and Probe Response, with the Beacon interval remaining unchanged. Upon receiving a Probe Request with the broadcast SSID, the AP responds with multiple SSIDs inside the Probe Response. Since [IEEE80211] does not state explicitly how many SSID IEs may be included within management frames, this approach does not appear to be forbidden, and it supports both passive and active scanning. 

However, in practice many STA implementations assume that there can only be a single SSID IE within a management frame, and do not react well to multiple SSID IEs within a single Beacon or Probe Response. Thus, this approach has limited interoperability and typically requires STAs and APs from the same vendor. 

In addition, all SSIDs are advertised from the same originating BSSID. As a result, STAs receive multicast/broadcast traffic from Virtual APs which they are not associated with. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. 

Another limitation of this approach is that it requires each SSID to offer the same set of capabilities, limiting the ability of Virtual APs to differentiate themselves. For example, on the same physical AP it may be desirable to provide a “high security” Virtual AP that supports RSN, alongside a “WISP” Virtual AP supporting Web Portal access. Given the inflexibility and poor interoperability of this approach, its use is discouraged.   


2.1.2 Single SSIDs/Beacon, Single Beacon, Single BSSID


In this approach, Beacons and Probe Responses contain only one SSID IE.  The AP includes a “primary” SSID in the Beacon, and responds to Probe Requests for the broadcast SSID only with a Probe Response for the “primary” SSID. However, the AP does respond to a Probe Request for a “secondary” SSID with a Probe Response for that SSID. With this approach, each Virtual AP may have a distinct SSID and set of capabilities, and the Beacon interval remains unchanged. 

The AP typically uses a single BSSID in all management frames, regardless of SSID, resulting in STAs receiving and then discarding traffic from broadcast domains they do not belong to. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. 

Since only a single “primary” SSID is advertised in the Beacon, passive scanning cannot determine the supported SSIDs.  Even a STA listening for Probe Responses for a substantial period may not learn all the supported SSIDs, or even multiple capability sets available within the single “primary” SSID.   For example, using this method it is not possible for a WISP to simultaneously advertise Web Portal access as well as WPA support. To complete an active scan, the STA needs to send a Probe Request for each of the “secondary” SSIDs. Depending on the number of “secondary” SSIDs in the preference list, this can considerably increase the time and traffic required for an active scan – resulting in increased roaming times. Since an SSID and its associated capability set must be known before it can be queried in a Probe Request, this approach does not enable discovery of new SSIDs and capability sets, except by snooping of Probe Responses. 


While this approach is interoperable, it suffers from poor roaming times, and does not allow discovery of new networks or capability sets. This approach requires pre-configuration of each client, making it inappropriate for implementation of a GUEST network as described in Example 1 above.  In addition, it cannot address the needs of a WISP looking to offer multiple ways of accessing a single network.  Given the lack of flexibility of this approach, it is not recommended. 

2.1.3 Single SSIDs/Beacon, Multiple Beacon, Single BSSID


In this approach, Beacons and Probe Responses contain only one SSID IE, but the AP sends Beacons for each supported SSID and capability set, and responds to Probe Requests for each SSID, as well as for the broadcast SSID. With this approach, each Virtual AP can advertise a different SSID and capabilities, but a single BSSID is used for all Virtual APs. Thus, STAs receive traffic from broadcast domains they do not belong to. This traffic is subsequently discarded as a decrypt error, since the STA only obtains the default key corresponding to the associated SSID. If there are N supported SSIDs, and the standard Beacon interval is T, then the Virtual AP Beacon interval will be NT and the time required to complete a passive scan is multiplied by N.

Interoperability of this approach is only fair because many NIC implementations age out the information obtained from a scan based on a timer. If the timer is too short, the result is that, rather than discovering multiple Virtual APs, the STA will instead only discover a single AP flipping between capability sets. As a result, this approach does not work reliably with many existing 802.11 NIC drivers, and should be discouraged. 

2.1.4 Single SSIDs/Beacon, Multiple Beacon, Multiple BSSIDs


In this approach, each management frame contains only one SSID IE. The AP sends Beacons for each Virtual AP that it supports at the standard Beacon interval, using a unique BSSID for each one. The AP responds to Probe Requests for supported BSSIDs, including the broadcast SSID, with a Probe Response including the capabilities corresponding to that BSSID. If there are N supported BSSIDs, and the standard Beacon interval is T, then the Beacon traffic is multiplied by N, and the interval between Beacons will be T/N. As a result, this approach does not increase the time required to complete an active or passive scan. 


In this approach each Virtual AP may have a distinct SSID, capabilities and BSSID, providing a high degree of flexibility.   Other advantages include:


· Interoperability. Each Virtual AP uses its own BSSID, this approach to Virtual APs is virtually indistinguishable from multiple physical APs, and is compatible with existing STA implementations. 

· Discovery. Since in this approach the AP will respond to a Probe Request for ANY with all Probe Responses for each BSSID, this approach allows discovery of new SSIDs and capability sets.

· Roaming times. Since this approach does not require Probe Requests for each individual BSSID, it does not increase roaming times.  

· Capabilities advertisement. Each Virtual AP can send its own Beacons and Probe Responses, and therefore can advertise different security mechanisms, rates, etc.  It is therefore possible for a WISP to advertise multiple access mechanisms for a single network. 

· Broadcast domain separation. Since there is a unique BSSID for each Virtual AP, there is no “leakage” of multicast/broadcast traffic between broadcast domains. STAs filter the traffic in hardware from BSSIDs that they do not recognize without first decrypting it. 


· SSID routing. Since each Virtual AP has a unique BSSID, the selected SSID can be inferred from the BSSID to which pre-authentication frames are directed. This allows Virtual APs to distinguish their pre-authentication traffic.


As a result of these advantages, we believe that the multiple BSSID approach is uniquely suited for implementation of the Virtual AP concept, and should be selected as the standard way to implement Virtual APs. 

2.2 Multiple VLANs


Virtual APs may be correspond to logically distinct services offered by different providers or unique capability sets within the same network.  In some cases it may be necessary to keep traffic for different Virtual APs separate from each other so as to enhance security.   This can be achieved by having allowing each Virtual AP to implement its own VLAN. Several models for VLAN support are possible:


· Static VLANs. In this approach, all STAs associated with a Virtual AP belong to the same VLAN, and packets entering the DS are VLAN tagged according to the Virtual AP to which the STA has associated.  Although [IEEE8021X] prohibits tagging of IEEE 802.1X traffic, it appears that this may be required where both VLAN tagging and pre-authentication are supported.   For example, where IEEE 802.1X pre-authentication traffic is supported, this implies that IEEE 802.1X data frames will be VLAN tagged with the VLAN tag corresponding to the SSID to which the STA is associated. Since each Virtual AP’s VLANID is statically provisioned, only one VLANID need be supported per Virtual AP. However, this does not necessarily imply that all Virtual APs within an ESS are provisioned with the same static VLANID.  In effect,  remaining within an ESS is a necessary but not sufficient condition for remaining within the subnet; on roaming between Virtual APs within the same ESS, a STA may need to change its IP address.  This is particularly likely in the case of large WLAN deployments, which are almost always provisioned as routed networks.  In such cases the SSID functions as a mechanism for network identification rather than a mechanism for network topology advertisement. 

· Dynamic VLANs. With Dynamic VLAN provisioning it is possible for STAs associated with a given Virtual AP to be assigned to different VLANs. This requires that multiple VLANs (and default keys) be supported within a single Virtual AP. This capability enables a STA to remain within the same VLAN when moving within a large WLAN deployment, or even when moving between ESSes. In this approach, the VLANID is dynamically provisioned via AAA, and is typically determined based on the STA MAC address, or the STA identity asserted in the IEEE 802.1X exchange. The simplest dynamic VLAN policy is port-based VLAN support. In this model, all frames originating within an association are tagged with the same VLANID, provided via the VLAN attribute defined in [Congdon]. More sophisticated policies are possible, such as MAC or application-based VLANs.  


Regardless of whether static or dynamic VLANs are supported, VLAN-capable Virtual APs need to provide the following capabilities: 


· MAC address and Port-based VLAN tagging. Where either the “From DS” or “To DS” bits are set to true, but not both, all frames originating from the STA have the SA set to the STA MAC address. Since an association corresponds to a “virtual port”, this implies that where the WM is not used as the DS, MAC address and port-based VLAN tagging are equivalent. However, where the “From DS” and “To DS” bits are both set to true, the SA of a frame originating from the STA may not be the same as the Transmitter Address (TA). Similarly, the Destination Address (DA) of a frame sent by the AP to the STA may not be the same as the Receiver Address (RA). As a result, where the WM is used as the DS, port-based and MAC address-based VLAN tagging are not equivalent. 

· GVRP. In order to register the VLANs joined by associated STAs, Virtual APs need to support GVRP, defined in [IEEE8021Q]. GVRP support enables Virtual APs to receive traffic only for VLANs corresponding to one or more associated STAs. When the last STA registered in a particular VLAN is disassociated, the AP can deregister membership in that VLAN. Similarly, when a STA is joined to a new VLAN, the AP needs to send the GVRP registration corresponding to that VLAN.  

2.2.3 Per-VLAN default keys


By definition, STAs within the same VLAN share a broadcast domain, while those in different VLANs do not. This implies that STAs on distinct VLANs do not exist within the same broadcast domain. To ensure this, each VLAN requires a distinct default key, so that a STA receiving broadcast traffic for another VLAN, will not be able to decrypt that traffic. 


Note that while IEEE 802.1Q provides support for up to 4094 VLANs, APs supporting Virtual APs typically only support a small fraction of this many default keys. Default key separation can typically only be supported by APs which support key mapping keys; on receipt of a frame from a STA, the AP determines the VLAN corresponding to the STA and the default key corresponding to that VLAN is loaded into the confidentiality/integrity engine, enabling decryption of that frame.


3. IP layer issues


In addition to supporting virtualization at the MAC layer, Virtual APs provide the illusion of behaving like a physical AP at the IP layer.   This section addresses examples of virtual AP behavior at the IP layer, including IP address provisioning, and DNS configuration. 

3.1 IP addresses


In order for allow each Virtual AP to maintain a separate management identity, it may be desirable for each Virtual AP to have its own IP address. Advantages include:


· Distinct RADIUS shared secrets. Since in RADIUS shared secrets are bound to an IP address, unless Virtual APs have distinct IP addresses, they need to use the same RADIUS shared secret. This is undesirable for security reasons. 


· Distinct SNMP configurations. As described below, it is possible to enable a virtual MIB per Virtual AP using SNMPv3 context. However, this technique is not available to APs that only implement SNMPv2; such APs may wish to support separate management identities for each Virtual AP by using a distinct IP address per Virtual AP. 


3.2 DNS configuration


In order to allow a single AP to have multiple FQDNs, a provider may add a distinct A or AAAA RR for each FQDN. If the AP supports multiple IP addresses, each A/AAAA RR can point to a distinct IP address, and a unique PTR RR can be added as well, pointing from each IP address back to its corresponding FQDN. If the AP only supports a single IP address, then it is possible to have multiple A/AAAA RRs, but only one PTR RR can be supported. 


It is assumed that the AP DNS resolver will point to a single set of DNS servers, as configured by the owner of the AP. While it is possible to have a distinct set of DNS servers enabled per interface, one for each Virtual AP, this level of complexity is typically not required.  

4. Application layer issues


4.1 AAA configuration


In order to protect each provider sharing a physical AP from other providers sharing the same SP, each Virtual AP needs to have a unique authentication and accounting configuration. For example, each Virtual AP may point to a different set of RADIUS proxies, or configure different RADIUS shared secrets. As defined in [RFC2865], RADIUS shared secrets are configured based on the IP addresses of the RADIUS client and server. This means that to avoid sharing of the RADIUS client configuration between providers, each Virtual AP requires a distinct IP address. Where RADIUS is run over IPsec, as defined in [RFC2869bis], that it may be possible within Aggressive Mode to allow a pre-shared key to be mapped to an IKE ID payload, such as an FQDN.  In this case a unique IP address is not required for each Virtual AP, just a unique IKE ID payload. 

In order to be able to distinguish pre-authentication traffic between Virtual APs, it is necessary for each Virtual AP to have a distinct BSSID. Since the BSSID is used as the destination MAC address by pre-authenticating STAs, the destination Virtual AP can be determined, and the correct SSID can be filled in within the Called-Station-ID attribute sent by the Virtual RADIUS client. If multiple IP addresses are supported, then each IP address will correspond to a unique BSSID. 


4.2  Virtual MIBs


In order to be able to separately manage their Virtual APs, provider will typically require access to management data. The owner of the physical AP will typically determine the level of access that can be provided. If SNMPv3 is supported, then access control can be supported at a granular level; for example, READ access might be provided to most MIB variables, but WRITE access might be restricted to a subset of MIB variables. If only SNMPv2 is supported, then access control will typically need to be more coarse; READ only access is typical. 


It is expected that the owner of the AP will be responsible for maintaining the MAC and IP layer connectivity for the AP, so that basic MIBs such as MIB II, and the Ethernet MIB need not to be virtualized – to the extent that access is permitted, all operators can have access to the same data. However, in some cases shared access to MIBs is not acceptable, and separate Virtual MIBs  will be required for each Virtual AP. 


Since the 802.1X MIB provides all the information available within RADIUS accounting, SNMP may be used for 802.11 accounting. This has reliability advantages since in SNMP accounting, reliability is determined by the manager (accounting server), whereas in RADIUS, reliability is determined by the RADIUS client (Virtual AP). This allows an SNMP accounting server to minimize accounting record loss by decreasing the polling interval, whereas RADIUS accounting packet loss is determined by the retransmission and failover behavior of the RADIUS client, which was not standardized within [RFC2865] and [RFC2866]. So as to ensure that accounting data is not shared between providers, each Virtual AP requires its own virtual IEEE 802.1X MIB. 


Virtual MIBs can be enabled by four approaches:  

· Separate IP addresses


· SNMP proxy

· Domain as Index


· SNMPv3 context


In the separate IP address approach, each Virtual AP has its own IP address, allowing a separate SNMP configuration for each Virtual AP. This is the simplest approach, since it is compatible with both SNMPv2 and SNMPv3, without requiring changes to MIBs, or implementation of an SNMP proxy. 


In the SNMP proxy approach, access to MIBs is provided via an SNMP proxy which provides only authorized information to each provider. This approach can be implemented either with SNMPv2 or SNMPv3, although SNMPv3 provides superior proxy support. 


The domain as index approach is discussed in [RFC2975]. This requires support within each MIB that will be accessed by the providers. The provider domain is used as an index into the MIB tables, allowing this approach to be used with any version of SNMP. However, this approach requires support within the MIB and this support is not included in either the 802.11 or 802.1X MIB, so that this approach is not practical. 


The SNMPv3 context approach is also discussed in [RFC2975]. This approach enables maintenance of separate virtual tables for each “context”, with the SNMPv3 contextName used to distinguish virtual instances. This approach requires support for SNMPv3 as well well as context support within the SNMPv3 agent. However, it can be supported with any MIB, and therefore is compatible with the existing 802.11 and 802.1X MIBs. However, because this approach requires support for SNMPv3 “context” it is potentially the most expensive approach in terms of implementation complexity. Since there are no known implementations of this approach, implementators would be plowing new ground.  
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