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1. Introduction
SA4 is discussing the use of application layer forwards error correction techniques for MBMS. This contribution provides some background information on the state of the art in forwards error correction for packet data connections and examines some architectural implications which need to be considered by SA2.
2. FEC for erasure channels

An ‘erasure channel’ is a data channel in which information may be lost, but where the location of such losses in the data stream is known to the receiver. This is a good model for packet data networks, where whole packets may be lost and where, in practice, the receiver can detect which packets of a stream have been lost by means of sequence numbers.

A number of forwards error correction techniques have been developed for erasure channels, including Reed-Soloman codes and Low Density Parity Check Codes (of which Tornado Codes and Raptor Codes are examples). In general, a Forwards Error Correction Scheme for the erasure channel takes as input a number, k, of source symbols (= blocks or packets) and generates as output a larger number, n, of encoding symbols. The receiver receives a subset of the encoding symbols and can reconstruct the original k source symbols from any k’ of the encoding symbols.

The code is known as MDS (Minimum Distance Separable) if k’=k.

The code is systematic if k of the encoding symbols are equal to the k source symbols. The remaining m (=n-k) symbols are known as parity symbols.

Reed-Solomon codes [6] are perhaps the best-known MDS codes, but have the disadvantage of being complex and highly computationally intensive. They are generally only practical when the number, k, of source symbols is small. As a result, when dealing with larger files, the Reed-Solomon code is applied repeatedly to small groups of source symbols and the resulting encoding symbols sent in an interleaved fashion. The resulting code no longer has the MDS property
.
There is considerable advantage, then, in using codes which can be applied across the entire file to be sent.

In Reed-Solomon codes, each parity packet is constructed from the Exclusive OR of many of the source packets. This number grows with the number of blocks, k. This is what leads to the high computational load.
In Low Density Parity Check codes, each parity packet is constructed from the Exclusive OR of just a small number of source packets, usually averaging in single figures. This number does no grow with the size of the file in the same way. The difficult part of LDPC codes is choosing the packets to exclusive OR.
LDPC codes were proposed in the 1960s by Gallager [2] for bit error correction on radio-like channels. They can equally be applied to erasure channels, in which case the decoding algorithm becomes very simple. LDPC codes are not MDS, with a certain overhead always being required to recover the file. However, this overhead reduces as the file length increases.

More recently, a lot of work has been done on LDPC codes, resulting in codes for radio channels which outperform the Turbo codes used in UMTS. New LDPC Erasure Codes have also been developed, resulting in codes which significantly outperform Reed-Solomon on almost all criteria. A well-known LDPC code is Tornado Codes [3] which can be applied very efficiently at very low rates. Software-based implementations of Tornado codes are about 100 times faster on small lengths and about 10,000 times faster on larger lengths than other software-based Reed-Solomon erasure codes.
A further development in LDPC codes is the development of rateless codes. In these codes, the expected error rate need not be known in advance. A practically limitless stream of encoding packets can be generated with the decoder able to reconstruct the file from any large enough subset of them. In practice, with the best rateless erasure code (Raptor codes [5]) the probability that the decoder cannot reconstruct the file after having received a 2% overhead is 10-6.  (So, if the file is 2000 packets, the decoder needs to actually receive 2040 packets. Note that the sender may need to send more packets than this due to losses on the way from sender to receiver).
It should be noted that these more recent erasure codes (Tornado and Raptor) are covered by patents held by Digital Fountain (www.digitalfountain.com). However, LDPC codes based on Gallager’s original constructions (for example [1]) may still outperform Reed-Solomon codes in certain applications and can be efficiently applied to large files.
3. Architectural implications for MBMS

The key aspect of the more recent erasure codes described above is that they can be applied across an entire file, even if that file is many thousands of blocks in length. Encoding across the entire file means that the location of lost packets within the data stream becomes completely irrelevant to the efficiency of the data transmission – all that is important is that a sufficient number of packets arrive at the receiver. It does not matter at all which packets arrive.

The architectural implication of this is that the distribution mechanism can be simplified so that it is optimised only to deliver as many packets as possible to the receivers. The mechanism does not need to pay attention to which packets are delivered or to deliver the same packets to each receiver etc.

3.1 Buffering packets at the RNC

In particular, for background streams packets may be discarded by the RNC due to congestion. The TS presently requires the RNC to attempt to avoid this by buffering packets. The above considerations show that this is unnecessary if application layer FEC is applied to the whole file: there is nothing special about the packets in the buffer – the RNC might as well just discard those it cannot send, so long there will be enough packets following behind to use the full channel capacity when it becomes available.

The encoding and decoding algorithms for these codes are also much simpler than Reed-Solomon, relying on simple random choices of packets and packet-wise XOR operations compared to Reed-Solomon’s Galois field arithmetic and matrix inversion.

Furthermore, complex mechanisms to reduce packet loss on cell change can also be seen to be unjustified.

In fact, buffering of packets at the RNC may actually reduce efficiency because it admits the possibility that the UE will receive duplicated packets on a cell change. Such duplicated packets will be useless to the UE.

The following table summarises the interaction of RNC buffering with application layer FEC on cell changes. The UE is moving from cell A (with buffer BufferA) to cell B (with buffer BufferB):
	Application layer FEC
	Buffering at RNC
	Effect at cell change

	No
	No
	UE will miss packets during the actual cell change. These are lost and will need to be recovered by some other means (e.g. repair server).

	No
	Yes
	Case a) BufferA full, BufferB empty:
Cell B is ‘ahead’ of cell A. UE will miss packets during the cell change and those in BufferA.

Case b) BufferA empty, BufferB full

Cell B is ‘behind’ cell A. UE may receive duplicate packets.

	Yes
	No
	UE will miss packets during the actual cell change. However, subsequently received packets will make up for this. Total reception time will increase by the time taken for the cell change.

	Yes
	Yes
	Case a) BufferA full, BufferB empty
Cell B is ‘ahead’, but this does not matter since FEC means all packets equally useful. Total reception time will increase by the time taken for the cell change.

Case b) BufferA empty, BufferB full

UE may receive duplicate packets.


Problematic cases are highlighted in red. It can be seen that the only case without problems is where Application Layer FEC is provided and RNC buffering is not.

We therefore propose to remove the requirement for RNC buffering for background class MBMS bearers.
3.2 “Repair server”

The concept of a “Repair Server” (Application Adjunct Server) is introduced in the TS, despite being an application-specific requirement. This was based on the assumption that it would not be possible to guarantee that a sufficient number of UEs received the data over the MBMS stream.

Clearly, it is true that it is impossible to guarantee that all UEs correctly receive the data over the MBMS stream – some UEs may be turned off or temporarily out of coverage.

However, the number and circumstances of the UEs that should correctly receive the data is a characteristic of the service. It may be perfectly acceptable that UEs that are out of coverage or turned off do not receive the service – just as they would not receive incoming calls or SMSs – it depends on the service. Operators should be free to determine the service characteristics that are appropriate for their services.

It can be seen from the discussion above, that with application layer FEC it may well be possible to ensure that a high percentage of users that are in coverage and turned on can receive the data. It is only necessary to send sufficient FEC encoded data to make up for all the losses incurred due to congestion, cell changes, link layer losses (in the CN and on the radio link) and other factors (e.g. UEs on CS calls).
Another aspect is that the operation of the ”repair service” itself may be greatly simplified by just providing an alternative mechanism for the UE to obtain access to the FEC-encoded data stream – for example a second IP multicast group which can be joined using Release 99 procedures. The data from this stream can be combined with that received over the MBMS group to recover the entire file.

It must be remembered that because FEC is applied over the whole file, the only FEC coding overhead is the small “non-MDS” overhead described above, not the ‘rate’ of the code. For example, suppose the file is 2000 blocks long and the FEC encoding is 4000 blocks. The UE will need 2040 blocks to recover it – that’s any 2040 blocks. So in particular the first 2040 blocks sent by the server will do. If the UE is collecting these over a Release 99 ptp link the connection can be closed after it has 2040 blocks.
There is therefore no need for different data streams for the MBMS stream and the “repair service” stream.

4. Conclusion

This paper provided some background on the state of the art for erasure protection codes. In particular we noted that efficient codes are now available which can be applied across entire files, even when those files are very large. This has a number of advantages in that network mechanisms for data distribution can be simplified.

We conclude specifically that buffering of data in RNCs for background class bearers is unnecessary and in fact can lead to additional inefficiency when duplicate packets are received after cell changes.

We further conclude that depending on the nature of a service, it may be possible to rely on application layer FEC alone, without the need for a “Repair server” in order to meet the engineered target for the number of UEs successfully receiving the service.

Finally, we conclude that the “Repair service” itself, where required, could be simplified so as to simply provide an alternative way of accessing the same data stream as provided over MBMS.
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� 	This can be easily seen if we consider a file split into p groups of k packets. If the code was MDS, then it would be necessary to receive only kp packets. But once kp packets have been received, there is no guarantee that we have exactly k packets from each of the p groups – some will have more than k and some less. More packets will therefore be required. In general, as p increases the average ‘overhead’ – that is the extra packets above kp that are received, increases.  Additionally, if k is small, then there is a higher probability that more than n-k packets from one group are lost, in which case recovery will fail altogether unless packets are repeated.


Practical experiments showed that for a rate 2/3 code applied to 168 packet blocks of a 2000 packet file, the overhead was greater that 10% on 13% of trials.





