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1. Introduction
The current text of various sections in chapter 4 contains some confusing phrases and some requirements that became unnecessary with the progress of the specification and the way charging rules have been defined. We therefore think that rephrasing and removing of such requirements would simplify the understanding of this TR.
2. Proposal
It is proposed to modify chapter 4 of TR 23.825 as follows:

Start of modified section

4.1
General

The current level of traffic differentiation and traffic-type awareness of the GPRS architecture shall be extended beyond APN and PDP Context level. It shall be possible to apply differentiated charging for the traffic flows belonging to different services (a.k.a. different service data flows) even if they use the same PDP Context. 

Charging and tariffing models described in this Technical Report shall be possible to be applied to both prepaid and postpaid subscribers, i.e. to both online and offline charging.

The GPRS online charging solutions up to release 5 are built around CAMEL mechanisms that provide online access- and charging-control for GPRS - pertaining to PDP Contexts of an APN. 

The evolved bearer charging architecture developed in this Technical Report shall use generic native IP charging mechanisms to the extent possible in order to enable the reuse of the same charging solution and infrastructure for different type of IP-Connectivity Networks. 

Note: 
Providing differentiated service-data flow-based charging is a different function from providing differentiated traffic treatment on the IP-flow level. The operation of service-data flow-based charging shall not mandate the operation of service-based local policy. At the same time, the relationship of the PDP Context based service-based local policy mechanisms of the Go interface and the service data flow based charging mechanisms will have to be carefully studied.

The following new release 6 functions need to be provided by the network for service data flow based charging:

· Identification of the service data flows that need to be charged individually (e.g. at different rates)
· Provision and control of charging rules on service data flow level
· Reporting of service data flow level packet counts for offline and online charging

· Event indication according to on-line charging procedures (e.g. sending AAA Accounting Stop) and, optionally, following this particular event, taking appropriate actions on service data flow(s) according to the termination action defined in the respective charging rule(s).

These new functions shall be compatible and coherent with the authentication, authorization, PDP context management, roaming and other functions provided by the existing architecture.

In addition charging based on specific application services or protocols shall be supported.
4.2
Traffic Plane Function

This section refers to the filtering that identifies the service data flows that need to be charged individually (e.g. at different rates). Basic example: look for packets of one service, e.g. to and from a server A.

· Different filtering and counting shall be supported for downlink and uplink.

· Different granularity for service data flow filters identifying the service data flow shall be possible e.g.

· Filters based on the IP 5 tuple (source IP address, destination IP address, source port number, destination port number, protocol ID of the protocol above IP). Some of the filter parameters may be wildcarded.
· Supporting filtering with respect to a service data flow based on the transport and application protocols used above IP shall be possible for HTTP and WAP. This includes the ability to differentiate between TCP, Wireless-TCP according to WAP 2.0, WDP, etc, in addition to differentiation at the application level. Filtering for further application protocols and services may also be supported.

· In the case of GPRS, the traffic plane function shall provide the ability to support simultaneous independent filtering on service data flows associated with all, and each individual active PDP contexts; that is, primary and secondary PDP contexts, of one APN.
· In case of no applicable filters for a service data flow, an operator configurable default charging should be applied.
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Figure 4.2 – Relationship of service data flow, packet flow and service data flow filter
4.3
Charging rules

Charging rules contain information that allow for filtering of traffic to identify the packets belonging to a particular service data flow, and allow for defining how the service data flow is to be charged. The following apply to charging rules:
· Charging rules for bearer charging shall be defined by the operator.

· These charging rules shall be made available to the Traffic Plane function for both offline and online charging.

· 
· Filtering information within a charging rule is applied through filtering functionality at the Traffic Plane Function to identify the packets belonging to a particular service data flow.

· Charging rules with dynamically provisioned filtering information (i.e. made available to the Traffic Plane Function) shall be supported in order to cover IP service scenarios where the filtering information is dynamically negotiated (e.g. negotiated on the application level (e.g. IMS)).

· Pre-defined charging rules shall be supported.

· Elements of charging rules may be statically configured at the Traffic Plane Function, or dynamically provisioned.

Note: The mechanism to support use of elements statically pre-defined in the TPF (e.g. filter information) is for stage 3 development.

Note: The stage 3 development may also evaluate providing an optimisation to support dynamic provisioning of an entire charging rule pre-defined in the TPF.

· There may be overlap between the charging rules that are applicable. Overlap can occur between:

· multiple pre-defined charging rules in the TPF

· charging rules pre-defined in the TPF and rules from the Service Data Flow Based Charging Rules Function, which can overlay the pre-defined rules in the TPF

The precedence identified with each charging rule shall resolve all overlap between the charging rules. When overlap occurs between a dynamically allocated charging rule and a pre-defined charging rule at the TPF, and they both share the same precedence, then the dynamically allocated charging rule shall be used.

· Charging rules contain information on

· How a particular service data flow is to be charged: online/offline

· In case of offline charging whether to record volume- or time-based charging information

· In case of online charging, what termination action is to be applied

· Charging key

· Service data flow filter(s)

· Precedence

· Once the charging rule is determined it is applied to the service data flow at the Traffic Plane Function and packets are counted and categorised per the rule set in the charging rule.

· 
· Charging rules shall be available for both user initiated and network initiated flows.

· Charging rules can change and be overridden, e.g. for a previously established PDP context in the GPRS case, based on specific events (e.g. IM domain events or GPRS domain events).

· It shall be possible to apply different charging rules for different users or groups of users.

· It shall be possible to apply different charging rules based on the location of the user (e.g. based on identity of the roamed to network).

· For GPRS, charging rule assignment shall be possible at PDP context establishment and modification.
· For GPRS, it shall be possible to have different charging rules depending on the APN used.

4.3.1
Termination Action

The Termination Action applies only in case of online charging. Each charging rule has a corresponding termination action defined. The termination action indicates the action which the Traffic Plane Function should perform when the online charging system causes the TPF (Diameter Credit Control Client) to terminate a service data flow.


The defined termination actions include:

· Dropping the packets corresponding to a terminated service data flow as they pass through the Traffic Plane Function.

· A termination action may indicate to the TPF that a default termination action may be used according to operator’s policy. For instance, a default behaviour may consist of allowing packets of the corresponding service data flow to pass through the TPF.

Additional termination actions such as re-directing packets corresponding to a terminated service data flow are to be investigated.

The Termination Action may trigger other procedures, e.g. the deactivation of a PDP context or the termination of a WLAN session.

End of modified section

