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1 Introduction

TR 23.825 introduces concepts and definition of packet flows, including IP flows. Some of these definitions and concepts overlap with those defined in the IETF, which has been since early 2001 defining an architecture and protocol for IP Flow Information export (in the IPFIX Working Group). These overlaps are described in this document, and a proposal to change specific parts of 23.828 to align it to IETF terminology and concepts is made.

The ultimate goal is to ensure that work done in IETF on IP flow export can be easily re-used, when applicable, within 3GPP.

2 Related IETF documents

Requirements for IP Flow Information Export

http://www.ietf.org/internet-drafts/draft-ietf-ipfix-reqs-12.txt
Note: The document has been developed in the IETF IPFIX Working group, and is about to become an RFC beginning of 2004.

In the following, the document is referred as IPFIX_req

3 Discussion

3.1 Comparison of IP flows terminology and concepts in 3GPP and IETF

3.1.1 Elementary flows and flow aggregation

The elementary flow is referred in 23.825 as “packet flow” or “IP flow” and in IPFIX_req as an “IP flow” or “IP traffic flow” or simply a “flow”. Both documents have then a similar concept of flow aggregates as a set of elementary IP flows.

3.1.2 Distinguishing flows

23.825 says in subclauses 3.1, 4.2, 5.2.5 that IP flows are distinguished by the 5-tuple (src and dst IP address, TCP or UDP src and dst port, Protocol over IP), where some of the fields may be wild carded. In subclause 4.2, fourth bullet point there’s a statement suggesting that IP flows can be further distinguished on the basis of the transport and application layer protocols, although this sentence is not totally clear to the writer).

IPFIX_req has a more general definition of flow (see Appendix A1 of this doc, sec. 2.1):

“…All packets belonging to a particular flow have a set of common properties….”

The properties include (but are not limited to) the fields of the header that define the 5-tuple (e.g. also application headers or incapsulated MPLS headers can be considered), and the properties can also be determined not by the packet itself, but by the treatment received by the packet into the router (e.g. ingress/egress interface) and functions applied to the packet content (e.g. the Autonomous System src or dst, which can be obtained by applying a routing function to the packet addresses).

This definition is in principle very broad, but only for a limited subset of properties it’s mandatory (*) that the network equipments provide the functionality of distinguishing flows on their basis. Precisely (A1, sec. 4):

· Src and dst IP address (full match or prefix match): MUST   (**)

· Protocol over IP: MUST   (**)

· Src and dst port: MUST if UDP, TCP – SHOULD if SCTP   (**)

· IP version: SHOULD

· in and out interfaces: MUST

· MPLS labels: MUST if node supports MPLS

· DSCP: MUST if node supports Diffserv

(*) 3GPP shall <-> IETF MUST; 3GPP should <-> IETF SHOULD; 3GPP may <-> IETF MAY

(**) The first 3 bullet points form the so-called 5-tuple

For the properties not listed above, there is not any requirement that the equipment can distinguish flow on the basis of them, but if they can, nothing prevents them to.

Which combination of properties is used is not defined (i.e. is not mandatory to use all of them in a flow definition).

In summary, the IP flows definition of IPFIX_req is broader than the one used in 23.825 (i.e. a filtering rule specified in the 23.825 way can be specified also in the IPFIX_req way, but not vice-versa) except for the support of differentiation through the WAP and HTTP headers, which is not mandatory (but still, not precluded) in IPFIX. The IPFIX flow definition appears also more precise than the one currently given in 23.825.

3.2 Other differences between 23.825 and IPFIX

IPFIX_req supports the reporting of byte counts and packet counts (A1, sec. 6.1). 23.825, in subclause 4.1, third bullet point, specifies also the support of packet counts, and not of byte-counts. It is believed that the support for byte counts should appear also in 23.825.

IPFIX_req specifies that timestamps for flow begin and end may be part of provided per flow information (A1, 6.1 and 5.4), while 23.825, in sec. sub clause 4.1, does not explicitly specify that. It is believed that the support these timestamps in the per-flow information should appear also in 23.825.

4 Proposal

The way to specify IP flows used in 23.825 seems to be a subset of the one used in the IETF (as specified in the IPFIX WG), except that IETF does not mandate the flow differentiation on the basis of HTTP and WAP headers (but IETF does not preclude it). Moreover, the definitions and the way to specify flows used in IPFIX is the result of established common practice in the Internet community. Therefore, we suggest that 23.825 adopt the terminology and concepts in line with those defined in IPFIX_req. This will also have the advantage of easing the re-use in 3GPP of specific protocols developed by the IETF on IP flow export.

1st modified section

3
Definitions, symbols and abbreviations

3.1
Definitions

For the purposes of the present document, the terms and definitions given in TS 21.905 [2] and the following apply:

Editor’s note: terms shown in <angle brackets> are provisional.

Packet flow: a specific user data flow carried through the Traffic Plane Function. A packet flow can be an IP flow.
Service data flow: aggregate set of packet flows. 
In the case of GPRS, it shall be possible that a service data flow is more granular than a PDP context.

Service Data Flow Filter: a set of filter parameters used to identify one or more of the packet flows constituting a service data flow. For the packet flow identification IP layer header fields,  and/or transport protocol layer header fields and/or  application protocol layer header fields can be used.
Charging rule: data that identifies the service data flow filters, charging key, and the associated charging actions, for a single service data flow.
Charging key: information used by the online and offline charging system for rating purposes.

Dynamic charging rules: Charging rules where some of the data within the charging rule (e.g. service data flow filter information) is assigned via real-time analysis which may use dynamic application derived criteria. 
Static charging rules: Charging rules where all of the data within the charging rule describing the service data flow is permanently configured throughout the duration of a user’s data session. Static charging rules may be activated dynamically.

Predefined charging rules: Static charging rules which are defined in the Traffic Plane Function.

2nd modified section

4.1
General

The current level of traffic differentiation and traffic-type awareness of the GPRS architecture shall be extended beyond APN and PDP Context level. It shall be possible to apply differentiated charging for the traffic flows belonging to different services (a.k.a. different service data flows) even if they use the same PDP Context. 

Charging and tariffing models described in this Technical Report shall be possible to be applied to both prepaid and postpaid subscribers, i.e. to both online and offline charging.

The GPRS online charging solutions up to release 5 are built around CAMEL mechanisms that provide online access- and charging-control for GPRS - pertaining to PDP Contexts of an APN. 

The evolved bearer charging architecture developed in this Technical Report shall use generic native IP charging mechanisms to the extent possible in order to enable the reuse of the same charging solution and infrastructure for different type of IP-Connectivity Networks. 

Note: 
Providing differentiated service-data flow-based charging is a different function from providing differentiated traffic treatment on the IP-flow level. The operation of service-data flow-based charging shall not mandate the operation of service-based local policy. At the same time, the relationship of the PDP Context based service-based local policy mechanisms of the Go interface and the service data flow based charging mechanisms will have to be carefully studied.

The following new release 6 functions need to be provided by the network for service data flow based charging. This applies to both online and offline charging unless otherwise specified:
· Identification of the service data flows that need to be charged at different rates

· Provision and control of service data flow level charging rules

· Reporting of service data flow level  byte counts
· For offline charging, reporting of timestamps relative to the receiving of specific packets of a service data flow. For example, the timestamp of the first and last received packet of the flow, or of the first and last received packet since last reporting if a flow is reported more than once (as it may happen for long-lived flows)
· Event indication according to on-line charging procedures (e.g. sending AAA Accounting Stop) and, optionally, following this particular event, taking appropriate actions on service data flow(s) according to the termination action defined in the respective charging rule(s).

These new functions shall be compatible and coherent with the authentication, authorization, PDP context management, roaming and other functions provided by the existing architecture.

In addition charging based on specific application services or protocols shall be supported.
4.2
Traffic Plane Function

This refers to the filtering that identifies the service data flows that need to be charged at different rates. Basic example: look for packets to and from service A.

· Different filtering and counting shall be supported for downlink and uplink.

· Different granularity for service data flow filters identifying the service data flow shall be possible. A packet shall be attributed to a flow on the basis of one or more of the following IP layer or transport layer properties: 
· Source IP address (full match or prefix match)
· Destination IP address (full match or prefix match)
· Protocol over IP
· Transport protocol Source port
· Transport protocol Destination port
· 
· 
· 
· 
The above  points form the so-called 5-tuple
Attribution of packets to flows on the basis of other packets’ headers (e.g. application headers) may also be possible.
· 
· Special filters which look further into the packet, or require other complex operation (e.g. maintaining state) may be pre-defined in the TPF. Such filters may be used to support filtering with respect to service data flow based on the transport and application protocols used above IP, such as   HTTP and WAP. This includes the ability to differentiate between TCP, Wireless-TCP according to WAP 2.0, WDP, etc, in addition to differentiation at the application level. Filtering for further application protocols and services may also be supported.

· In the case of GPRS, the traffic plane function shall provide the ability to support simultaneous independent filtering on service data flows associated with all, and each individual active PDP contexts; that is, primary and secondary PDP contexts, of one APN.
· In case of no applicable filters for a service data flow, an operator configurable default charging should be applied.
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Figure 4.2 – Relationship of service data flow, packet flow and service data flow filter
3rd modified section

5.2.5
Application Function

The application function provides information to the service data flow based charging rules function, which can then be used for selecting the appropriate charging rule, and also used for configuring some of the parameters for the charging rule. The operator configures the charging rules in the service data flow based charging rules function, and decides what data from the application function shall be used in the charging rule selection algorithm.

The Application Function shall provide information to allow the service data flow to be identified. The Application Function shall also provide some other information that may be used in the charging rule selection process.

The information provided by the application function is as follows:

· Information to identify the service data flow: refer to subclause 4.2 
The application function may use wildcards to identify an aggregate set of IP flows.

· Information to support charging rule selection:
- Application identifier
- Application event identifier
- Type of Stream (e.g. audio, video) (optional)
- Data rate of stream (optional)

Editor’s Note: Additional information is FFS.

The “Application Identifier” is an identifier associated with each service that an AF provides for an operator (e.g. a PSS application function would have one application identifier for the PSS service).

The “Application event identifier” is an identifier within an Application identifier. It is used to notify the Service Data Flow Based Charging Rules Function of such a change within a service session that affects the charging rules, e.g. triggers the generation of a new charging rule.

End of modified sections

Appendix A1- relevant parts of IPFIX requirement document

2.1.  IP Traffic Flow

There are several definitions of the term 'flow' being used by the Internet community. Within this document we use the following one:

   A flow is defined as a set of IP packets passing an observation point

   in the network during a certain time interval.  All packets belonging

   to a particular flow have a set of common properties.  Each property

   is defined as the result of applying a function to the values of:

1. one or more packet header field (e.g. destination IP address), transport header field (e.g. destination port number), or application header field (e.g. RTP header fields [RFC1889])

2. one or more characteristics of the packet itself (e.g. number of MPLS labels, etc...)

3. one or more of fields derived from packet treatment (e.g. next hop IP address, the output interface, etc...)

A packet is defined to belong to a flow if it completely satisfies all the defined properties of the flow.

This definition covers the range from a flow containing all packets observed at a network interface to a flow consisting of just a single packet between two applications with a specific sequence number. Please note that the flow definition does not necessarily match a general application-level end-to-end stream.  However, an application may derive properties of application-level streams by processing measured flow data. Also, please note that although packet properties may depend on application headers, there is no requirement defined in this document related to application headers.

4.  Distinguishing Flows

   Packets are mapped to flows by evaluating their properties.  Packets

   with common properties are considered to belong to the same flow.  A

   packet showing at least one difference in the set of properties is

   considered to belong to a different flow.

   The following subsections list a set of properties which a metering

   process MUST, SHOULD, or MAY be able to evaluate for mapping packets

   to flows.  Please note that requiring the ability to evaluate a

   certain property does not imply that this property must be evaluated

   for each packet.  In other words, meeting the IPFIX requirements

   means that the metering process in general must be able, via its

   configuration, to somehow support to distinguish flows via all the

   MUST fields, even if in certain circumstances/for certain

   applications, only a subset of the MUST fields is needed and

   effectively used to distinguish flows.

   Which combination of properties is used for distinguishing flows and

   how these properties are evaluated depends on the configuration of

   the metering process.  The configured choice of evaluated properties

   strongly depends on the environment and purpose of the measurement

   and on the information required by the collecting process.  But in

   any case, it MUST be ensured that a collecting process is able to

   clearly identify for each received flow record which set of

   properties was used for distinguishing this flow from other ones.

   For specific deployments, only a subset of the REQUIRED properties

   listed below can be used to distinguish flows, for example in order

   to aggregate the flow records and reduce the number of flow records

   exported.  On the other hand, some other deployments will require

   distinguishing flows by some extra parameters, such as the TTL field

   of the IP header or the BGP Autonomous System number [RFC1771] of the

   IP destination address.

4.1.  Interfaces

   The metering process MUST be able to separate flows by the incoming

   interface or by the outgoing interface or by both of them.

4.2.  IP Header Fields

   The metering process MUST, SHOULD, or MAY be able to separate flows

   by the following fields of the IP header as indicated.

      1. source IP address (MUST)

      2. destination IP address (MUST)

      3. protocol type (TCP,UDP,ICMP,...) (MUST)

      4. IP version number (SHOULD)

         This requirement only applies if the observation point is

         located at a device that is supporting more than IP version.

   For source address and destination address, separating by full match

   MUST be supported as well as separation by prefix match.

4.3.  Transport Header Fields

   The metering process MUST be able to separate flows by the port

   numbers of the transport header in case of TCP or UDP being used as

   transport protocol.  The metering process SHOULD be able to separate

   flows by the port numbers of the transport header in case of SCTP

   [RFC2960].

   For separation, both, source and destination port number MUST be

   supported for distinguishing flows, individually as well as in

   combination.

4.4.  MPLS Label

   If the observation point is located at a device supporting

   Multiprotocol Label Switching (MPLS, see [RFC3031]) then the metering

   process MUST be able to separate flows by the MPLS label.

4.5.  DiffServ Code Point

   If the observation point is located at a device supporting

   Differentiated Services (DiffServ) then the metering process MUST be

   able to separate flows by the DiffServ Code Point (DSCP, see

   [RFC2474]).

4.6.  Encryption

   If encryption is used, the metering process might not be able to

   access all header fields.  A metering process MUST meet the

   requirements stated in this section 4 only for packets that have the

   relevant header fields not encrypted.

5.4.  Timestamps

   The metering process MUST be able to generate timestamps for the

   first and the last observation of a packet of a flow at the

   observation point.  The timestamp resolution MUST be at least the one

   of the sysUpTime [RFC3418], which is one centisecond.

6.1.  Information Model

   The information model for the flow information export is the list of

   attributes of a flow to be contained in the report (including the

   semantics of the attributes).

   This section lists attributes an exporting process MUST, SHOULD or

   MAY be able to report.  This does not imply that each exported flow

   record MUST contain all REQUIRED attributes.  But it implies that it

   MUST be possible to configure the exporting process in a way that the

   information of all REQUIRED attributes can be transmitted from the

   exporting process to the receiving collecting process(es) for each

   exported flow.

   In other words, meeting the IPFIX requirements means that the

   exporting process in general must be able, via its configuration, to

   somehow support to report all the MUST fields, even if in certain

   circumstance or for certain applications, only a subset of the set of

   all MUST fields is needed and effectively reported.

   Beyond that, the exporting process might offer to report further

   attributes not mentioned here.  A particular flow record may contain

   some of the "REQUIRED" attributes as well as some additional ones,

   for example covering future technologies.

   This document does not impose that the following attributes are

   reported for every single flow record, especially for repetitive

   attributes.  For example, if the observation point is the incoming

   packet stream at the IP interface with the ifIndex value 3, then this

   observation point does not have to be exported as part of every

   single flow record.  Exporting it just once might give sufficient

   information to the collecting process.

   The exporting process MUST be able to report the following attributes

   for each metered flow:

      1. IP version number

         This requirement only applies if the observation point is

         located at a device supporting more than one version of IP.

      2. source IP address

      3. destination IP address

      4. IP protocol type (TCP,UDP,ICMP,...)

      5. if protocol type is TCP or UDP: source TCP/UDP port number

      6. if protocol type is TCP or UDP: destination TCP/UDP port number

      7. packet counter

         If a packet is fragmented, each fragment is counted as an

         individual packet.

      8. byte counter

         The sum of the total length in bytes of all IP packets

         belonging to the flow.  The total length of a packet covers IP

         header and IP payload.

      9. type of service octet (in case of IPv4), traffic class

         octet (in case of IPv6).  According to RFC 2474 these octets

         include the DiffServ Code Point that has a length of 6 bits.

     10. in case of IPv6: Flow Label

     11. if MPLS is supported at the observation point: the top MPLS

         label or the corresponding forwarding equivalence class (FEC,

         [RFC3031]) bound to that label.  The FEC is typically defined

         by an IP prefix.

     12. timestamp of the first packet of the flow

     13. timestamp of the last packet of the flow

     14. if sampling is used: sampling configuration

     15. unique identifier of the observation point

     16. unique identifier of the exporting process

   The exporting process SHOULD be able to report the following

   attributes for each metered flow:

     17. if protocol type is ICMP: ICMP type and code

     18. input interface (ifIndex)

         This requirement does not apply if the observation point is

         located at a probe device.

     19. output interface (ifIndex)

         This requirement does not apply if the observation point is

         located at a probe device.

     20. multicast replication factor

         the number of outgoing packets originating from a single

         incoming multicast packet.  This is a dynamic property of

         multicast flows, that may change over time.  For unicast flows

         it has the constant value 1.  The reported value MUST be the

         value of the factor at the time the flow record is exported.

   The exporting process MAY be able to report the following attributes

   for each metered flow:

     21. Time To Live (in case of IPv4) or Hop Limit (in case of IPv6)

     22. IP header flags

     23. TCP header flags

     24. dropped packet counter at the observation point

         If a packet is fragmented, each fragment MUST be counted as an

         individual packet.

     25. fragmented packet counter

         counter of all packets for which the fragmented bit is set in

         the IP header

     26. next hop IP address

     27. source BGP Autonomous System number (see [RFC1771])

     28. destination BGP Autonomous System number

     29. next hop BGP Autonomous System number
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