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Introduction

This contribution proposes new text for section 8 of TR23.977 that describes available and potential architectural solutions for achieving bandwidth efficiency on various segments of the media paths needed to support a variety of call scenarios.    

Proposed Changes

8 Requirements and Architectural Solutions for Bandwidth Savings

[Editor’s Note: An objective of the work item is to identify the full set of requirements and assess the architectural solutions for bandwidth savings, with specific consideration to networks supporting A/Gb mode and the BICN. It is proposed that the TR investigates the following topics.

The bandwidth usage efficiency of the Nb interface for carrying either compressed speech or G.711 with ATM transport or IP transport

The bandwidth usage efficiency of the A interface for carrying compressed speech.]

· 
· 
8.1 Background and Requirements

The 3GPP architecture must support bandwidth usage efficiency on the most highly utilized user plane interfaces in the system.  Candidates for optimisation include:

· The path between RNC and MGW.  This is the Iu interface and is already optimised.
· The path between MGWs within a BICN.  When this path uses a packet network, it is the Nb interface and is optimised for TrFO.  
· The path between BSC and MGW.  This is a combination of the Ater and A interfaces via the TRAU.  The Ater interface is already optimised but the A interface uses 64 kbps facilities on a TDM interface.  In this form, the A interface is not a candidate for bandwidth optimisation, but is consistent with TFO.
· The path between MGWs in different PLMNs.  This interface is typically TDM and may be consistent with TFO if no DCMEs are in the path.  If a packet transport network is available between the PLMNs, then OoBTC may be applicable.
Other sections describe how harmonized OoBTC and TFO procedures enable some combination of TrFO, TFO and transcoding at the edge in various scenarios involving media flow on these paths.  The A and TDM interfaces do not yet support the same degree of bandwidth usage efficiency as the Ater, Iu and Nb interfaces.
If a path between MGWs within a BICN does not already use TrFO over an Nb interface, it can be optimised by doing so.  The path between PLMNs may also support either TFO or TrFO.  If a path between BSC and MGW is significantly comprised of an A interface, no standard method exists for realizing higher bandwidth usage efficiency on this portion of the path.  The next section includes discussion of two alternative architectures to address this issue.
8.2 Architectural Solutions

8.2.1
A-ter interface to the MGW
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Figure 8.2.1-1 BSC to MGW path before and after adding Ater interface to MGW
Figure 8.2.1-1 depicts the BSC to MGW path as it would appear if an Ater interface is standardized for the MGW, and the TRAU function is performed within the MGW.  This corresponds to the functional distribution RNC and MGW across the Iu interface.  The advantage of this configuration is that all scenarios described herein using Nb packet transport between MGWs can support end-to-end OoBTC procedures for TrFO or transcoder at the edge since there is no need to perform TFO on any interface.  Harmonized OoBTC/TFO procedures support all other scenarios described herein that include this configuration option for the BSC to MGW path, may include Nb packet transport between some MGWs in the path, and include at least one TDM interface between some pair of MGWs in the path, e.g., between PLMNs. 
8.2.2
MGW collocated with TRAU
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Figure 8.2.2-1 Options for BSC to MGW path after collocating MGW with TRAU
Figure 8.2.2-1 depicts two options for how the BSC to MGW path would appear if either the TRAU is moved to be collocated with (in physical proximity to) the MGW, or a new MGW is introduced and collocated with the TRAU.  Either approach shortens the portion of the BSC to MGW path comprising an A interface to a negligible portion of the overall path.  Harmonized OoBTC/TFO procedures support all scenarios described herein that includes either of these configuration options for the BSC to MGW path.
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Configuration after Ater added to MGW:
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Configuration Option 2 after Collocating MGW with TRAU:
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