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1. Introduction

HP provided a new option for WLAN tunneling in Tdoc S2-032355.  Due to the timing of the submission, the explanations of the concept were brief, and defined a “new” tunneling option.  This is not quite correct, since this approach “builds” the foundation of an existing approach.  This contribution explores the concept in more detail using this approach.

2. Option 9 Overview
Option 9 in the current version of the TS, Annex D defines the “end-to-end” tunneling approach.  Under this approach, the User Equipment (UE) establishes an encrypted tunnel to the Packet Data Gateway (PDG) via the Wireless Access Gateway (WAG).   The same operator could own all the components of this system, but it is assumed two different companies own the WLAN and VPLMN, and neither company own the HPLMN.  The following is the diagram from the Annex showing this approach:



This shows the UE starting a tunnel (shown in purple on top) that is terminated in the PDG.  In this case, no other element has visibility into the packet.  The “unencrypted address” used to route the packet through the network is shown on the arrow below as “Simple IP” (as opposed to “mobile IP” or another tunnel).  “Simple IP” in this context also indicates a standard router should be able to process the packet successfully.  The WAG has a very simple job in this option, and could probably be performed by a router.

There is a natural question about this approach, however.  If the UE moves from another country and uses a WLAN there, then it will need to use another WAG.  This routing will be different (by definition) than case above.  An example makes this more clear:

UE Address: 10.10.10.10

WLAN Address: 10.10.10.1

WAG Address: 50.50.50.50

PDG Address: 75.75.75.75.

The UE generates a packet with a Source IP Address (SIA) of 10.10.10.10, and a Destination IP Address (DIA) of 75.75.75.75.  The “Trace Route” of the packet as it moves from the UE to the PDG is as follows:

Route from WLAN 10.10.10.10  to PDG 75.75.75.75:

1. 10.10.10.1

2. 50.50.50.50

3. 75.75.75.75

But now, in the new country, the WLAN address, UE and the WAG address will change:

New UE Address: 20.20.20.20

Visited Country WLAN Address: 20.20.20.1

VPLMN WAG Address: 60.60.60.60

PDG Address: 75.75.75.75.

The “Trace Route” of the packet as it moves from the UE to the PDG is as follows:

Route from WLAN 10.10.10.10  to PDG 75.75.75.75:

1. 20.20.20.1

2. 60.60.60.60

3. 75.75.75.75

So far, there is no problem, since it is possible to route packets to any public addressable location.  But the following is also a possible route:

Route from WLAN 10.10.10.10  to PDG 75.75.75.75:

1. 20.20.20.1

2. 50.50.50.50 ( goes to the wrong WAG

3. 75.75.75.75

There is no limitation within the IP specifications from such a route occurring.  The requirement to go to the home network via a specific WAG is entirely a 3GPP requirement, and as such is not directly supported by the IETF protocols.  

This is not the only problem.  Technically speaking, the PDG address (75.75.75.75) will often be a “private” address.  Because of this, the “public internet” may (or may not) also have an address of 75.75.75.75!   In this case, the “public” 75.75.75.75 may end up with packets that were supposed to go to the “private” PDG at 75.75.75.75.

This is where the last “yellow pipe” in the figure comes in: “Site-to-Site” tunneling, or use of a Virtual LAN (VLAN).

A site to site tunnel is discussed in Annex E of TS 23.234, and is provided below:

Annex E (informative):
Site to Site Tunnelling

Site-to-Site tunnelling is the tool used by local PLMN (VPLMN in roaming case and HPLMN in non-roaming case) to enforce user traffic to go through its network.  Furthermore, Site-to-Site tunnelling moves the user’s IP connectivity provisioning from WLAN Access Network to the local PLMN, enforcing data to go via WAG in local PLMN.

The existence of Site-to-Site tunnel between WLAN Access Network and the interworking PLMN is optional, but it has to enable multi-vendor interoperability between WLAN AN and PLMN. It is an aggregate tunnel pre-configured between WLAN Access Network and local PLMN, and not a per-user tunnel.

Site-to-Site tunnelling is an option for scenario 2. It is FFS its usage in Scenario 3.

E.1
UE IP address allocation considerations

When a Site-to-Site tunnel is used between WLAN Access Network and the interworking PLMN, the PLMN is responsible for IP address assignment to UEs accessing services via WLAN.  The PLMN keeps track of which addresses have been assigned, and on which particular WLAN Access Network those addresses are being used.

Details of the Site-to-Site tunnel and IP address allocation are subject to operator agreement between the local PLMN and WLAN AN.

(End of Annex E)

Summarizing this text, a “Site-to-Site” tunnel is used to “override” any “normal” routing that would occur for the packet.  This distinctive routing is made possible giving the UE a “PLMN assigned address”, which would be recognized as “different” by the WLAN.  In our cases above, for instance, the UE could have a consistent address of 75.75.75.1.  This solves our problem above, since the WLAN at 20.20.20.20 would only be allowed to support the UE if it recognized (and properly handled) the routing of the packet to the WAG at 60.60.60.60… and NOT at 50.50.50.50.  Such “override” routing also makes sure that the packet is delivered to a WAG which has access to the “private” address space of the PDG… and so 75.75.75.75 is always delivered correctly since each WAG will only use the private address, and never the public address for packets sent in this direction.

Site-to-Site tunnels can take many forms, but one currently discussed is “Virtual LAN” (VLAN).  This approach allows a router to be set up to consider different nodes on the LAN to actually be connected to different LAN’s, and not allow their packets to intermingle.  This approach is designed to allow members of the same department share a LAN even if they are physically separate in a building (and hopefully optimize the traffic in the LAN as a whole by keeping more of the traffic within the VLAN).  This approach could also be used for the Site-to-Site tunnels if the two sites were considered to be part of the same VLAN.  Different subscribers would be placed into different VLAN as necessary.   VLAN is one of many approaches that could work in this situation as a site-to-site tunnel protocol.

3. Option 9 Limitations

Option 9 certainly sounds attractive because of the following features:

1. “Simple IP Routing”.  No modifications to the packet are required by the UE or any of the other elements up to the PDG, which terminates the tunnel.

2. Simple WAG.  The WAG processing is fairly trivial in this scenario, and will consist mostly of accounting (assuming the VPLMN collects this information).

3.  Use of existing protocols for routing.  VLAN and other “site-to-site” tunneling protocols exist, and do not even need to be set up on a “user-by-user” basis.  They are provisioned once, and then only changed when routing needs change.
This sounds great!  But a closer examination shows some troubling issues, which are discussed in the following paragraphs.

3.1  HPLMN IP Address Assignment

One of the basic needs of a site-to-site tunnel is the ability to tell which users should use the tunnel, and which should not.  This is necessary since many different operators may have subscribers in the same WLAN.  The solution currently given for this is noted in Annex E.1 above: the Home PLMN is required to allocate IP addresses to the user.  

This is a difficult and non-trivial assignment.  It is already well documented that the public address space does not have enough IP addresses for all the 3G mobiles, which is one of the basic reasons for 3GPP support of IPv6.  Use of IPv6 addresses would be an ideal solution, since the address could be given once and kept forever.  This isn’t an option in the short term for existing networks, so the HPLMN will need to dynamically allocating an IPv4 address.

This IP address information will be critical.  It will need to be sure not to intersect with any other public IP address space, or else packets could be routed incorrectly.  Ideally, the operator would use a “Class A” address space (perhaps one they already own) to allocate IP addresses from.  This is still a challenge, since a Class A address space is 24 bits long, and allows 16,777,216 addresses.  A Class B address space is 16 bits long, and only give 65,536 addresses.    A Class B address space may not even be suitable for a carrier since many carriers will have more than 64k subscribers registered at a time.

One approach would be to use the “band aid” approach of Network Address Translation (NAT).  Using this approach, several subscribers could be “behind” a NAT, which would allow a single public IP address to be used for all these subscribers.  The difficulty with this approach is that the assumption is the HPLMN is allocating the addresses… and so will need to know all the networks that have NAT, and the addressing policies of these networks so that the HPLMN doesn’t duplicate an address.  The HPLMN will also have to be careful to note the address of the related NAT, since it is now likely that HPLMN could use the same IP address for more than one of its subscribers, and will only be distinguished by the NAT where the subscriber is located.   Failure scenarios, use of an old IP address cached in the mobile, registration/deregistration of IP addresses are all topics which would need to be addressed.

In summary, while address allocation sounds like a trivial assignment, it is definitely non-trivial in the environment facing the mobile operator today.

3.2 Loss of Scenario 2 “Direct Connection”

In the current TS, it is possible to authenticate a subscriber to use the WLAN directly.  It is assumed in this Scenario 2 case the WLAN has allocated the UE a local IP address, and provided all the other information (e.g. DNS addresses, gateway addresses) to the UE for communication.  The UE will then be able to freely talk to the Internet at large.

This capability is lost if the UE has a HPLMN supplied address.  An arbitrary Internet server would look at the HPLMN supplied address… and route any reply packets to the Home PLMN!  An example shows how this can occur. 

Assume the UE wishes to communicate to the Web Server at address 100.100.100.100.  Also assume the WLAN has a tunnel set up with the WAG… and is also somehow “smart enough” to know that the “100.100.100.100” address should be routed directly to the Internet.  In this case, the route of the packet would be:


Notice the odd routing out of the Web server.  Why would it route to the PDG?  It will route in that direction because it has a reply address of “75.75.75.1”!  This is actually optimistic, since as has been stated before, the 75.75.75.75 address (or the 75.75.75.1 address for that matter) could exist out in the public Internet space… and not be related to the UE at all.  In that case, the reply packet from the Web Server would simply be lost.

This situation is actually improved if a NAT exists between the WLAN and the Web Server.  In this case the NAT would have a public IP address, and the return packet would be routed correctly.  A NAT may or may not exist, however.  So a more general solution would be as follows:




In this modification, the UE is insured of getting the packets back, but at the cost of routing ALL the traffic through the PDG.  This may be desired by some operators.  It is a requirement that the WLAN Interworking be able to support this model.  Other operators, however, may desire to allow direct WLAN access to such a Web Server to allow faster service, and to reduce the traffic on their own network elements.  Allowing this access is difficult in this HPLMN IP address scenario.

3.3 WLAN Maintenance

Another issue that looks trivial on the surface is the issue of setting up the Site-to-Site tunnel in the first place.    Existing equipment (often using VLAN) could probably be used without modification or upgrade; this will be assumed, although it could also be incorrect.  Ideally the tunnel would be set up once when the operator and the WLAN owner reached an agreement, and then never modified again. 

In reality, there are several other times when this would need to be done.  If the WLAN owner were an airport or hotel, for instance, they would need to have a separate tunnel set up for each carrier they supported, which could be several different sessions.  Each time a carrier needed to modify the addresses in the tunnel, this would also need to be performed by the owner.  Failures and new equipment additions in the WLANs would also require taking the tunneling requirements into account.  All told, it would probably be a rare week when a WLAN owner didn’t have to make some modification that was impacted in some way by the site-to-site tunneling.

Security of WLAN components is generally not as high either as other carrier network items.  It would be to gain access to a hotel WLAN Access Point than other operator related elements.  A modification to the site-to-site tunnels either maliciously or accidentally would result in subscribers of one carrier being refused service, while another carrier’s subscribers immediately next to them would receive service fine.  Subscriber who called the operator to complain would ultimately rely on the local WLAN support to resolve the issue, and such support may not be available on a 24-by-7 basis.

This approach also overlooks an entire class of WLAN: homes and small business which have WLAN but no real support.  Asking an individual homeowner to support a virtual tunnel may well be beyond the capability of the homeowner to provide, and the cost of having a service call to the home quite expensive.  This leaves an individual with a WLAN at home in the position where they can receive service from their operator at the mall… but not in their own living room.

4. Proposed Solution

None of the problems that have been presented are insurmountable. Several could be quite difficult, but could be engineered around.  The question is, however, is there a way to allow the benefits of Option 9 without the limitations?

As it turns out, there is.  An examination of the existing cases shows that this solution is similar to Option 8, but without a Site-to-Site tunnel.  It is referred to here as Option 10:



The main idea of this approach is to use a local, WLAN supplied address for the UE, and allow the rest of the system to work pretty much as in option 9.  This means that a UE initiated tunnel terminates in the PDG… but the IP routing of the packet leads it to the WAG.  

This doesn’t sound logical on the surface: How can the have tunnel terminate an in an element for which the UE does not have an IP address?  This is handled by the special nature of the tunnel between the WAG and the PDG.  The WAG will encapsulate each packet that is routed to the PDG, and simply de-encapsulate the packets that come from the PDG.  The WAG forms a “virtual wire” to the PDG so while the UE is sending the packets to the WAG, the entire tunnel related processing is occurring in the WAG.

An example makes this clearer.  Once again, the UE has a “local” WLAN address, and wants to send a packet to the PDG at address 75.75.75.75.  This time, however, instead of an IP address, the home network supplies the UE with the WAG address instead!  The home network also asks a tunnel to be set up between the WAG and the PDG, if one doesn’t exist. Our example then becomes:

UE Address: 10.10.10.10

WLAN Address: 10.10.10.1

External WAG Address: 50.50.50.50  Private WAG Address: 75.50.50.50

PDG Address: 75.75.75.75.

The packet starts out from the UE to the WAG:

Route from WLAN 10.10.10.10  to PDG 75.75.75.75:

1. 10.10.10.1

2. 50.50.50.50

At this point, the UE thinks the path stops.  In reality, the WAG places the packet with SIA 10.10.10.10/DIA 50.50.50.50 in a packet with a SIA 75.50.50.50/DIA 75.75.75.75:

1. 75.75.75.75

At this point the PDG will process the packet and reply.  The PDG does need to take care that the reply sent to the WAG has an SIA of 50.50.50.50 (i.e. the WAG address), or the WAG can make sure that address exists on the way back.  The original SIA address supplied by the UE (10.10.10.10) has been preserved to the PDG, and will be used as the encapsulated DIA address when it replies to the WAG at private address of 75.50.50.50.

This rather modest increase in the WAG and PDG processing thus allows routing to be done without Site-to-Site tunneling on the part of the WLAN.

5. Comparison of the Approaches

It is obvious since no Site-to-Site tunnels are used, that the problems of IP address allocation, the ability to route directly from the WLAN, and the need to maintain the tunnel on the WLAN do not occur.  These are benefits of the new approach that are obvious.  

Nothing is free, however.  The Option 10 approach must add complexity at some point, and indeed it does:

1. Option 10 requires the WAG do encapsulation of the packet, and perhaps overwrite the Source IP Address value in packets sent back to the UE. 

2. Option 10 will require the WAG to be able to receive a packet on the “public” network, and send it to the “private” network.  This will probably change over time, so the WAG will need the ability to coordinate with the 3G AAA server on the mapping of public WAG addresses to private PDG addresses.
Both of these points are valid, but not very difficult.  An simple router is not able to perform this function, but then a “simple router” would not be able to terminate a site-to-site tunnel.  Also consider this problem: The WAG in the site-to-site case would have to keep track of EACH subscriber IP address and have unique routing stored on a subscriber-by-subscriber basis!  This is because the HPLMN may allocate an address of 75.75.75.1 to one subscriber in one WLAN, and 75.75.75.2 in a completely different WLAN!  The Option 10 WAG would be able to route on the IP addresses provided, and wouldn’t have to store information on a subscriber-by-subscriber basis.  Both the Option 9 and Option 10 WAG would have to be able to route between a public and private network, so Point 2 is different only in that the routing can change over time in Option 10.  So, on balance an Option 10 WAG is probably no more complex than an Option 9 WAG.

There impacts on the UE are minor to positive in the Option 10 case.  The UE will have to receive a local WLAN address, but this is generally done by DHCP, and offers no challenge.  DHCP support would also probably be required at some level by Option 9.  The UE will have to register with the Home network to be able to receive the WAG address, but the UE would otherwise have to register with the Home network to receive an IP address!  Option 10 has the advantage on this issue, since the WAG address may be proved at EAP Authentication time, but it could be proved later since the UE will have an IP address and could contact any location on the network.  Option 9 is limited to supplying the IP address at EAP Authentication, or else the UE is left without an ability to communicate further!  Schemes which would allow a temporary local address in Option 9 would be open to the possibility the UE does not return the address… and keeps the ability to communicate directly to the Internet. 

The impacts to the PDG are minor to non-existent in Option 10 as compared to Option 9.  The PDG still terminates the tunnel in both cases, and understands that the reply to the UE must go via the WAG.  The change of the SIA in the reply packet may be necessary in the Option 10, but compared to all the other processing required in the PDG, this is a modest increase.

The last element to be considered is the WLAN.  No site-to-site tunneling is required and this obviously simplifies the maintenance and support of the WLAN.  But removing site-to-site tunneling also removes the method used to “force” packets to route through the HPLMN, if this is desired.  

Fortunately, another capability can be used. The Radius and Diameter protocols support an element called “Filt-ID”.  This is a “Filter ID” which can exist in the Radius client and is commonly used to enforce routing to a subset of addresses.  The Filter ID would have to be provisioned to by the WLAN, and would have to filter out all packets not routed to the WAG.  Any other packets sent or received for that UE would be discarded by the WLAN.

This would indicate that all the disadvantages of provisioning the WLAN would occur for this solution also.   This is not completely true.  A subscriber without a filter would always be free to send packets to the WAG anyway, so service from the 3GPP system would not be interrupted if WLAN provisioning didn’t occur.  This is not the case with Option 9, where no service would be possible.  Also, a subscriber whose UE is configured to send all the packets to the WAG for processing would probably continue to process in that way even if the UE could send the packets elsewhere in a particular network. So while WLAN provisioning is needed in this case and could still fail, the failure cases are much less drastic on the subscriber, and would probably allow service to continue.  On the whole, the impact of Option 10 on the WLAN is positive. 

6. Summary and Conclusions

This paper has discussed Option 9 and Site-to-Site tunneling.  The Site-to-Site tunneling sound simple, but causes significant issues and problems.  This includes forcing the Home PLMN to allocate IP addresses in a limit public space and/or deal with the difficulties of allocating address in private networks, forcing packet traffic to the Home Network in all cases, even if local paths are desired, and dependence on WLAN provisioning to occur correctly in order for the system to work.

Option 10 presents a system where Site-to-Site tunneling is no longer need on the WLAN.  The system may cause the WAG to be more complex, but only modestly so if at all as compared to Option 9.  The PDG and UE should not be affected.  The WLAN can be simpler, not need any provisioning in many cases, and hence allow the 3GPP networks to interface with a wider number of WLAN networks.

Overall, the benefits of site-to-site tunneling are outweighed by the cost.  It is suggested that the approach in Option 10 be adopted as the model for TS 23.234.
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