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Background

The service flow based bearer charging function is aimed to support both network provided services, and also services such as IMS where traffic can be exchanged directly between users. This paper proposes introducing a reference point from the application function to the charging rules function to support provision of dynamic filter information.

Discussion

The service flow based charging function requires the relevant charging rule data to be provided to the traffic plane. The charging rule data about whether the service flow is charged on/offline, the rating information, the filters, and the charging class. All of the data for the charging rule must be tied together when provided to the traffic plane function.

For many services, the media streams will be to/from network based servers. In such cases, filters for the service are known apriori, and can be predefined (in the charging rules function, and also in the traffic plane function). However, when the traffic is between end-users, it is not possible in the general case to predetermine the filters that will be required. Hence to support service flow based charging for such services, there must be a mechanism to receive the filter information. With services such as SIP where the media information is signalled through a network application function, only the application function can provide filter information specific for the service flow.

To provide this filter information from the application flow, a reference point shall be defined. 

It is proposed that the reference point shall be between the application function, and the charging rules function. 

There are many reasons why this reference point must exist between the application function and the charging rules function. These reasons are detailed below.

Function of Charging Rules Function

Charging rules are made up of a number of pieces of different information, of which the filters is only one piece. To create a charging rule to be applied to the user, the other pieces of information must also be provided. Due to the importance of the charging rules to the overall network service, it is important that these rules can be defined in one single place in the network, and not have the function distributed throughout many different nodes.

Furthermore, there are many different rules that may be applicable. These can be varied on a per user per APN basis. In order to determine the relevant charging rules to apply, the function must have access to the relevant input data such as the user profile. Again, there are limited nodes in the system, which should have access to such user profile data.

There are both static and dynamic charging rules. The definition of the dynamic charging rules is that they require some data, which is derived dynamically, such as the filter information. However, even with static charging rules, the information in the rule may be static, but determining the specific rule data to be applied may occur dynamically (i.e. may be decided by an algorithm in the charging rules function, rather than using purely pre-defined rules. In order to determine if there is any interaction between charging rules, you need to know all the different rules that are being applied. For example, if charging rules are being created in a dynamic manner (even if they are using otherwise static information) from two different locations and applied for the one user, it cannot be clearly identified if there is interaction of the rules, or what the result of that interaction would be. To ensure that interactions are identified and the result of such interactions can be specified, all applicable charging rules must come from the one location.

The charging rules function is the only appropriate location for such interaction to be specified. It would have the operational interface to define all charging rules and interactions. It could also identify and report any unexpected or disallowed interactions, and take appropriate actions (e.g. alert the operator). By comparison, the traffic plane function is not an appropriate place to determine whether there are such interactions, since it is not optimised for such functionality. Also, it is not clear that traffic plane function could actually identify the interaction situations. If such an interaction is identified, then it is not clear how the traffic plane function can react since it is not clear what node could resolve the interaction.

Having all the charging generated from the charging rules function also allows the one Gx reference point to carry all the charging rules (both dynamic and static) to the traffic plane function. A single reference point for this data allows one interface to be used for this function. This ensures the traffic plane function does not need to support multiple protocols to perform this one function. Using only a single protocol also ensures that the function is easier to extend in the future since the extensions only need to be applied to the one protocol. Furthermore, there are no issues that can arise from upgrading a network if there are different levels of capability supported by different nodes, especially where the different elements are not upgraded in lock step. 

Support for Interactions

The following gives some examples of different ways that charging rules may be applied in relation to services, and also how they may interact. These cases can all be supported by introducing the Rx reference point into the architecture for any application function, independent of whether or not SBLP is applied.

The application function receives the specification for each of the media streams involved in the session, and can supply filters to identify each of these streams individually. However, the charging rules may group some of these streams together under the one charging class. These streams are charged at the same rate, and no individual charging data for them needs to be collected. Meanwhile, another stream within the same PDP context may need to be charged separately (even though it may be charged at the same rate), and thus it is covered with a separate service filter, and a separate charging key. The charging rules function can determine when the streams are to be charged in combination, and when they are to be charged separately, even if they are within the one PDP context.

The charging rules function can make decisions on a per user basis, and not just a per service basis, using user profile information. That is to say, the rating that is applied to the user traffic may also be user dependent, rather than simply service dependent. For example, the rating that is applied to a speech type media stream for user A may be charged by time, while the same speech type media stream for user B may be charged by volume, or time charged at a different rate than user A.

There may be certain types of media streams that are not charged for at the bearer level, but rather are charged purely from the application function. In such cases, that media stream can be zero rated, and no charging data is collected against application function provided filters. Again, this may not be a simple service based decision, but may be dependent on one or both of the involved parties. For example, this charging policy may be applicable only if both parties are customers of this operator.

Although the application function may support user-to-user sessions, it may also support sessions where the other party is a network-based server (e.g. a connection to a conference bridge). In such cases, there may already exist filter(s) pre-defined in the traffic plane. If so, it is preferable to re-use the pre-defined filter(s), rather than to establish another filter within the traffic plane function for this media stream. The charging rules function may send information to the traffic plane function that reuses the pre-defined filter, rather than installing another filter. Note that the traffic plane function itself may not have sufficient information to reuse the filter, since they may not be exactly the same (i.e. the predefined filter may wildcard the source port, or only specify some port range, whereas a filter for the stream would have specific values for the source port).

Furthermore, the user may already have a charging rule for traffic from that network server. The charging rules function can be defined whether the existing charging rule shall remain, or whether it shall be overridden for this specific stream. If the existing charging rule is not to be overridden, the charging rules function can elect not to send the new charging rule to the traffic plane function, reducing the load on the traffic plane. Again, this interaction between charging rules may be user dependent.

Support for any Application Function

The Rx reference point is defined to support the transfer of dynamic filter information from any application function. Thus, it can be used for any application function, including those provided by third parties. It can be supported for functions which do not use binding for PDP context, or do not apply QoS controls. It can also be applied for WLAN where individual bearers may not be established.

New Reference Point

As discussed above, there are clear reasons for a reference point from the AF to the charging rules function. It is noted that this would require a real time interface. However, it is also clear that there must be some real time interface provided between the application function and the traffic plane function in order to deliver charging rules with dynamic filter information. 

It is noted that the requirements specified do not limit charging rules with dynamic filter information to only the subset of application functions which support binding. As mentioned above, the service flow based charging function is also applicable for other functions, and for other access bearer situations. Hence, in these cases, there must be a new reference point provided anyway, since there are no existing interfaces that support these requirements. Furthermore, the flexible bearer charging function is independent of SBLP, and shall be able to be implemented by an operator that is not using SBLP.

Since such a reference point is required to be defined to support these cases, such a reference point must be used in all cases in order to gain the benefits described above.

Proposed Architecture

The architecture for the flow based charging function is thus proposed to be as shown below.
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Proposal

In summary, an Rx reference point is required between the application function and the charging rules function for provision of dynamic filter information. Such a reference point enables the following benefits:

· All charging rules are defined within the charging rules function. This critical information is not spread out through many different nodes in the network.

· All interactions between charging rules are identified by the charging rules function. This is the appropriate place for the interactions to be identified and resolved.

· The resolution of the interaction determines exactly what charging rules are applicable, and in what order of precedence.

· The charging rules to be applied can be user dependent, even with dynamic services. This also includes the interaction and precedence which may vary on a per user basis.

· The reference point can be supported from any application function. It is defined not to be dependent on existing functions which may not be supported by all application functions.

· A single reference point is required from the charging rules function to the traffic plane function for provision of charging rules, and thus a single protocol can be used for this reference point. This simplifies the logic and handling of the traffic plane function.

It is also noted that the new reference point is required in order to support service flow based charging for functions which do not support SBLP, and for other scenarios where SBLP is not applicable. In such cases, there is not interface identified which supports such functionality, so a reference point is required to be defined to support the service flow based charging function for such applications.

Based on the reasons above, the following changes are proposed to TR 23.825.

First amended section

4.3
Charging rules

Charging rules contain information that allow for filtering of traffic to identify the packets belonging to a particular service flow, and allow for defining how the service flow is to be charged. The following apply to charging rules:
· Charging rules for bearer charging shall be defined by the operator.

· These charging rules shall be made available to the Traffic Plane function for both offline and online charging.

· Multiple charging rules shall be supported.

· Filtering information within a charging rule is applied through filtering functionality at the Traffic Plane Function to identify the packets belonging to a particular service flow.

· Charging rules with statically provisioned filtering information (i.e. pre-defined at the Traffic Plane Function) shall be supported

· Charging rules with dynamically provisioned filtering information (i.e. made available to the Traffic Plane Function) shall be supported in order to cover IP service scenarios where the filtering information is dynamically negotiated (e.g. negotiated on the application level (e.g. IMS)).

· Charging rules contain information on

· How a particular service-flow is to be charged: online/offline; 

· In case of offline charging whether to record volume- or time-based charging information; 

· In case of online charging, what termination action is to be applied

· Charging key.

· Elements of charging rules may either be statically configured at the Traffic Plane Function, or may be dynamically provisioned.

· Once the charging rule is determined it is applied to the service flow at the Traffic Plane Function and packets are counted and categorised per the rule set in the charging rule.

· Different charging rules shall be supported in downlink and uplink.

· Charging rules shall be available for both user initiated and network initiated flows.

· Charging rules can change and be overridden, for a previously established PDP context in the GPRS case, based on specific events (e.g. IM domain events or GPRS domain events).

· It shall be possible to apply different charging rules for different users or groups of users.

· It shall be possible to apply different charging rules based on the location of the user (e.g. based on identity of the roamed to network).

· Overlap between charging rules (whether static or dynamic) applied for a user shall be identified, and resolved according to operator specified rules.

· For GPRS, charging rule assignment shall be possible at PDP context establishment.
· For GPRS, it shall be possible to have different charging rules depending on the APN used.

Next amended section

5.1.1
Online service-flow-based bearer charging architecture
Figure 5.1 below presents the overall architecture for service-flow-based online bearer charging.
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Figure 5.1 – Overall architecture for service-flow-based online bearer charging

Note: No changes are foreseen on the CAMEL SCP. The relation of the new entities and interfaces described in this figure to existing entities and interfaces of the 3GPP system architecture (e.g. SGSN, GGSN) are FFS. 

Note(*): The detailed functional entities of the Online Charging System are not shown in this figure. The details of the OCS are specified in TS 32.200, further internal details of the OCS for release 6 are expected to be specified by SA5.
The CAMEL-SCP depicted on the figure above performs the functions of the Rel-5 Bearer Charging Function defined in TS32.200.    

Next amended section

5.1.2
Offline service-flow-based bearer charging architecture
Figure 5.2 below presents the overall architecture for service-flow-based offline bearer charging.
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Figure 5.2 – Overall architecture for service-flow-based offline bearer charging

Note: No changes are foreseen on the CCF. The relation of the new entities and interfaces described in this figure to existing entities and interfaces of the 3GPP system architecture (e.g. SGSN, GGSN) are FFS.

Next amended section

5.2.2

Service-Flow-Based Charging Rules Function

This entity provides service-flow level charging rules. This same functionality is required for both offline and online charging. The charging rules function accesses information stored in the service-flow-based charging rules data repository. An external interface to the charging rules data repository may be used for management of the charging rules within the data repository. Specification of interfaces to the data repository is out of scope of this TR.

The service flow based charging rules function supports both static and dynamic charging rules. 

The service flow based charging rules function determines what charging rules to apply for a user. Where charging rules are identified to overlap (i.e. a packet flow would be matched by multiple charging rules deemed to be applicable for that user), the charging rules function shall determine the precedence to apply. Charging rules which are applicable for the user, but would not be used because of higher precedence rule, are not required to be sent to the traffic plane. 

Next amended section

5.3.1.4
Rx reference point

The Rx reference point enables transport of information (e.g. dynamic media stream information) from the application function to the charging rules function. An example of such information would be a filter to identify the packet flow.
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