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6
Operational Aspects of Handling Fault Information

If the “bitmap vs IMEISV on Iu” decision is made in favour of  the “bitmap on Iu ” then ONE of either section 6.1.1 or 6.1.2 shall be chosen. If the decision is in favour of “IMEISV on Iu” then some text from 6.2 shall be accepted.  
6.1.1
UESBI-Iu mapping from IMEISV in SGSN and MSC using standardised signalling 
The SGSN and MSC derive the UESBI-Iu by mapping from the IMEISV’s TAC+SVN. Locally cached databases in the SGSN and MSC provide the mapping information. A central database should be used to provide the mapping information to the local databases. The central database is interrogated by a local database when a not yet known TAC+SVN is to be mapped by the local database. The local database stores the mapping information received from the central database. The local databases should periodically interrogate the central database to update the mapping information. The period is configuration specific. 
In order to permit the rapid distribution of new mapping information in the central database, it shall be possible to delete individual TAC+SVN mappings in the local database.
Signalling between the MSC/SGSN and central database (ie the Faulty IMEISV to BMUEF register) shall be based on MAP. It shall be possible to implement the FIB register on a standalone node (ie it shall be possible for an operator to deploy the FIB without having to deploy an EIR).    
6.1.2
UESBI-Iu mapping from IMEISV in SGSN and MSC via O+M
Distributed conversion databases in SGSNs and MSCs can be updated using O&M functionality in the network. Existing O+M procedures can be utilized, so there is no need for further standardisation. 
The coding of all bits within the BMUEF shall be under operator control.


6.2 Handling of  fault information (When UESBI-IU is the IMEISV)

During the lifetime of the first few RNC software releases, the number of mobile types in circulation may be fairly low. In addition, not all detected faults will relate to functionality that is implemented by that RNC vendor. As a result, during this timeframe, handling issues related to specific TAC+SVs may be possible by software patches alone.

If/when more faults are determined, later RNC releases will need more sophisticated means for updating “TAC+SV-fault” information. This is likely to be handled by existing RAN O+M interfaces and operational procedures (eg similar to changing RNC/BSC parameter settings).
To avoid adapting RAN modules each time a new TAC+SVN requires the same corrective measure that is already implemented, a mapping of TAC+SVN to UE behaviour is needed in the RAN. Two alternative solutions to obtain this mapping have been identified:


· The TAC+ SVN to UE behaviour data base is kept in every RNC (being distributed by O+M means)

· A centralized function performs the TAC+SVN to Bitmap conversion and the RNC performs the Bitmap to fault conversion (centralized database). A standardised interface may be required to interrogate the centralised function.
Use of O+M avoids multi-vendor operability problems.
