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1. Introduction

This contribution proposes to clarify Notification chapter for MBMS.

During last SA2#31 meeting, some agreements have been reached on the Notification chapter and included in the TS, see following extract:

“8.1
MBMS Notification

For radio efficiency reasons, the UTRAN may select on per cell basis whether to establish point-to-point or point-to-multipoint links for the distribution of MBMS data to the UEs.

In order to perform this selection, the UTRAN requests UEs to move to CONNECTED state by means of MBMS notification. The exact number of UEs moved to CONNECTED state is an decission of RAN node.

Following the decision to set up point-to-point or point-to-multipoint links, the number of UEs that need to be maintained in CONNECTED state or moved to IDLE state for MBMS data reception is also an decision of a RAN node. 

GERAN functionality is FFS.”

The goal of this contribution is to answer to the following questions:

1) Which network node should initiate and control this notification procedure: is it a UTRAN notification or a SGSN NAS Paging/Notification?

2) Should the notification be a “Group notification” or a “per UE notification”?

Note: in a second step, the standard will have to decide which paging identifier should be used (TMGI vs compressed IP Multicast address + APN vs other identifiers?) but this discussion is not treated by this contribution.

2. Proposal of paging principles

In order to save radio resources for data distribution, the UTRAN should be able to determine whether it uses ptp or ptm data distribution:

· If number of UEs in CONNECTED/ PMM-CONNECTED state is sufficient to allow the UTRAN to determine ptp or ptm data, the UTRAN should have the possibility to stop moving UEs back to CONNECTED / PMM-CONNECTED state

· If number of UEs in CONNECTED / PMM-CONNECTED state is not sufficient to allow the UTRAN to determine ptp or ptm data, some UEs have to be moved to CONNECTED / PMM-CONNECTED state

In order to save radio resources, MBMS paging should avoid useless paging over the radio:

· A group notification allowing to move some UEs to CONNECTED / PMM-CONNECTED state (wake up UEs) with one message should be preferred compared to a per UE paging over the radio.

· The architecture should allow the Notification to be sent only in the Multicast area as there is no need to sent it in an area which does not belong to the area where the service has to be distributed.

· To allow Multicast Area with a cell granularity, the notification should not been sent in cells not covering the Multicast area.

3. Proposal

To fulfil the above principles, a UTRAN Group notification is proposed with the following procedures: 

When a Session Start, the SGSN sends service information to all RNCs interested in the service:

· sends a Session Start message to all RNCs covering last known RA of interested UEs in PMM-IDLE state. 

· sends session information to all SRNCs and DRNCs hosting interested UEs in PMM-CONNECTED state (we do not consider here whether session information are sent over Iu to DRNC or through Iur via the SRNC as this does not interfere here, this is subject of another contribution).

Service information such as Service Id and the Multicast Area are then available in all interested RNCs. (Other parameters are FFS)

When receiving session information, a RNC can evaluate whether it should use ptp or ptm data distribution. 

If the number of UEs in PMM-CONNECTED/ RRC-CONNECTED state is sufficiently high to decide a ptm data distribution, there is no need to move additional UEs to PMM-CONNECTED / RRC-CONNECTED state and the UTRAN can decide which RNC will distribute data (one RNC can request bearer plane establishment).

If the UTRAN cannot make any decision, the RNC has to move some PMM-IDLE UEs in PMM-CONNECTED / RRC-CONNECTED state. For that purpose a Group Notification can be done by the RNC:

As the RNC knows which Service is started, a Group notification for all the UEs interested in a service can be done to reduce number of paging messages over the radio (there is no per UE paging done) 

As the RNC knows the Multicast Area and as the RNC has the cell visibility, the RNC can determine in which cell the notification is needed and can avoid notification out of the Multicast Area. 

As the RNC knows service characteristics and service area, it can also avoid moving UEs back to PMM-CONNECTED / RRC-CONNECTED state in cells where service can be received in PMM-IDLE state.

When a UE receives a MBMS Group Notification for a service it is interested in, it moves to PMM_CONNECTED / RRC-CONNECTED state. Note that the question whether it move back to PMM-CONNECTED or to RRC-CONNECTED is still FFS in RAN, as a consequence, we also propose update in the TS to clarify that this point is FFS). (All UEs may not move back to PMM-CONNECTED / RRC-CONNECTED state if number of UEs in PMM-CONNECTED / RRC-CONNECTED state is above RAN threshold, this level of notification detail is specified by RAN)..

Note that a NAS Paging instead of a UTRAN Notification would have the following drawbacks:

· Current R99 NAS Paging is a per UE paging and this would bring an important number of NAS Paging over Iu and over the air interface. 

· NAS paging would be sent out of the Multicast Area: 

· NAS paging brings useless paging over the radio as current R99 NAS Paging is done in the whole last known RA.

· NAS paging then uselessly brings some UEs back to PMM-CONNECTED that will have to be moved back to PMM-IDLE state just after as not belonging to the Multicast Area.

· NAS Paging would move too many UEs back to PMM-CONNECTED state:

· some UEs may move to PMM-CONNECTED state but moved back to PMM-IDLE state by the UTRAN immediately after for example:

· if they are in an area where data distribution can be done in PMM-IDLE state 

· if they are in a cell where number of UEs is already sufficiently high to allow the UTRAN to decide ptm data distribution.

4. Proposed change for the TS (with revision marks)

8.1
MBMS Notification

When a Session starts, UEs interested in the service (PMM-CONNECTED UEs and PMM-IDLE UEs) shall be notified.

 Session attributes such as Service Id and the Multicast Area are made available in all interested RNCs during the Session Start procedure. Other parameters are FFS.

For radio efficiency reasons, the UTRAN may select on per cell basis whether to establish point-to-point or point-to-multipoint links for the distribution of MBMS data to the UEs.

In order to perform this selection, the UTRAN requests UEs to move to PMM-CONNECTED / RRC-CONNECTED state by means of MBMS group notification sent in the Multicast Area. 
The fact that this group notification moves the UEs back to PMM-CONNECTED or to RRC-CONNECTED state is FFS, subject to RAN decision.
The exact number of UEs moved to PMM-CONNECTED / RRC-CONNECTED state is a decision of RAN node. It is not necessary for all UEs to move to PMM-CONNECTED/ RRC_CONNECTED in order for the RAN to decide to use point-to-multipoint, other UEs may remain in IDLE state. This is a UTRAN choice (based on RRM criteria…), FFS in RAN group.
Following the decision to set up point-to-point or point-to-multipoint links, the number of UEs that need to be maintained in CONNECTED state or moved to IDLE state for MBMS data reception is also a decision of a RAN node. 

GERAN functionality is FFS.

5. Conclusion

It is proposed to discuss the principles for Multicast service Paging proposed in this contribution.

If the principles are agreeable, it is proposed to update the TS according to changes described in section 4 of this contribution.

































































































