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Overview:
The WLAN Working group has discussed the requirements and several important issues related to WLAN and network architecture.  One architecture (a WLAN serving as a RAN for the SGSN) has been rejected, but three other possibilities remain.  These three can be categorized in several different ways, but one method is to consider their relationship to a GGSN.  This paper does a quick summary of the issues and architectures, and then does a comparison of each.  

As turns out, there is already a lot of commonality in each reference model.  Areas where there is agreement will be eligible for further refinement, and areas where there is disagreement will hopefully help focus discussion on each area. 

Issues:

The 3G WLAN interworking solution will need to conform to requirements that have already been given in 22.934.  This includes the “six scenarios” to allow greater interworking:

Scenario 1: Common Billing and Customer Care

Scenario 2: 3GPP system based Access Control and Charging

Scenario 3: Access to 3GPP system PS based services

Scenario 4: Service continuity

Scenario 5: Seamless services

Scenario 6: Access to 3GPP system CS based Services

In addition to these requirements, several other important comments have been made:

1. Any WLAN interworking architecture must allow for the concept of a “serving system” communicating with a home system.  This is similar in meaning and operation of the existing mobile phone system, and means that packets from an Access Point should be able to transverse two different carrier’s networks without difficulty.   

2. Billing information will be able to be collected in the home and serving systems for later reconciliation. 

3. It is likely that some significant WLANs will have to be able to support multiple carriers’ access at the same time.  This will probably not be true for all WLAN installation (such as those owned exclusively by a carrier), but several will have this properly.   For example: an airport WLAN system may be under a requirement to allow the equal access to any carrier’s network.   

Other concepts that HP believes should be considered include: 

1. Backwards compatibility: How hard is it in a specific architecture to interface to existing elements (especially the HLR)?

2. Future proof: Does the architecture support all six scenarios, and anything else which can be reasonably foreseen? 

3. Cost : a simpler/cheaper architecture should be preferred.

4. Existing Standards: Can the architecture use or re-use existing standards? This should lowering the cost of developing and using the standards.

5. Impact to existing networks: Implementation of the new WLAN network should have a clear migration path which impacts the existing network as little as possible.

Ideally, any architecture should be able to support all these requirements and capabilities. 

Assumptions:

One assumption of this paper is that it is possible to transfer information to the User Equipment (UE) during the EAP Authentication that provides the tunneling information necessary for the UE to correctly contact the serving network.  The Authentication will use the DIAMETER protocol for routing of these requests, and this may be completely separate from the serving system.  The home system, however, will provide the address of the network element in the serving system via EAP, allowing the home system to select the serving system.

Since the EAP mechanism is able to deliver this information another possible mechanism is not considered, specifically the use of Foreign Agent advertisements as specified in Mobile IP.  Under the advertisements approach, the WLAN would broadcast information specifying information about various serving systems.  Such advertisements would use air bandwidth, and could constitute a security hazard, so all the various architectures discussed assume that the tunneling is client-initiated based on EAP supplied information. 

This assumption also has the impact that the 3GPP AAA server will probably need to be provisioned with information.  The serving system PDG is not an item of data in the existing HLR, and would need to be provisionable since the serving system can change based on business relationships.  An interesting question not addressed here is if this would need to be provisioned on a subscriber-by-subscriber basis, a WLAN-by-WLAN basis, or some other method.

The second assumption is that the UE will still desire to use PDP Context Activation and Deactivation in its processing.  In a handset which is able to use either GPRS or WLAN, it would make sense to have a level of the software which concentrates on the service, and not the RF interface.  Because the PDP Context processing is “above” the RF interface, it is very possible that this common layer would do the PDP processing.   This is also important in the area of charging and billing, since PDP context activation/deactivation.  It is possible a different, parallel mechanism could be developed which does the same thing, but it is reasonable at the moment to assume that PDP context is re-used. 

Possible Architectures:

There are several ways that 3GPP WLAN architectures could be grouped.  This paper uses a new approach of considering the WLAN data in relationship to the GGSN.  The justification for this method is based on the idea that it would be attractive to re-use as much of the existing GPRS network as possible.  The HLR/HSS and charging collection function re-use are already being discussed, and SGSN re-use has been rejected.  This leaves only the re-use of the GGSN as an item that hasn’t been considered. 

With respect to the GGSN, three different cases emerge:

1. WLAN data never flows through the GGSN: The data path for WLAN data is completely separate from the GGSN.

2. WLAN data “flows to, but not through” the GGSN: The data flows to the GGSN for at least part of the time, but the logical processing of the data is significantly different than for GPRS related data.

3. WLAN data flows through the GGSN: the GGSN processes the data from the WLAN in essentially the same way that GPRS data is processed. 

Each of these cases is discussed below, along with advantages and disadvantages of the approach.

Case 1: No Data to the GGSN

This is effectively the current network reference model.  The following diagram highlights the data packet path of this system:


Figure 1: Data Path with no contact with GGSN

In this model, the UE sets up the first tunnel to the Serving Packet Data Gateway (PDG).  The second tunnel between the Serving Packet Data Gateway could be set up by the SPDG based on information from the AAA server or the UE (from the EAP information), or could have been set up Home Packet Data Gateway based on AAA supplied information.

In this case the PDGs would support the following functions:

1. Accounting: Both the serving and the home PDG would have to generate Customer Data Records (CDRs)

2. PDP Management: Both PDGs would have to be able to process the PDP information for charging information and service information.

3. Authorization: The Serving or Home PDG would have to discard packets not authorized to be sent.

4. Tunneling: Tunneling would have to occur between the Serving PDG to the Home PDG in addition to the Tunnel between the handset and the Serving PDG. 

5. Interface to Existing GPRS system: The Packet Data Gateway would have to be able to handoff to and receive handoffs from the GPRS system in Scenario 4 and beyond.

6. QoS and Go functionality: The PDG would have to support QoS and other Go functionality to the IP Multimedia Subsystem. 

Advantages to this system:

1. No impact to the existing GPRS system

2. Can be developed in parallel with existing systems.

3. Modifications made in the future to support WLAN would be isolated to this element.

4. Increased bandwidth available to 802.11b devices would not cause problems, since this box would be specifically engineered for this environment.

Disadvantages to this system:

1. No reuse of existing capabilities.   All the existing GPRS functionality (such as Accounting and Authorization) would be completely recreated in this element.

2. Changes to the existing GPRS elements would have to be replicated in the WLAN system.

3. Real time handoffs for later Scenarios appear to be complicated.  When a handoff request came in, the existing SGSN would need to contact the PDG and make sure any packets it had would be sent to the PDG for delivery.  In addition, the GGSN would have to re-route packets to the PDG (violating a premise of this case that the GGSN doesn’t have to interact with the PDG) or would have to contact the source of the data to have it re-routed (i.e. add Mobile IP Home Agent functionality).  Doing this in a fashion which doesn’t cause noticeable delay will take careful engineering.

4. A network protocol between the serving PDG and the home PDG would have to be established.  This could be accomplished by a variety of existing protocols (which could include GTP).

Case 2: Data flows to, not Through GGSN
Another case scenario is where the data is routed by the exterior network to the GGSN, but a path independent of the GPRS network is used.  This approach could be a response to the third disadvantage above because of the difficulty of real-time handoffs between a separate PDG and the GGSN.  

One specific approach of this type is to have a Mobile IP Home Agent co-located at the same address.  This scenario has been previously discussed and not accepted in Toronto, but is worth reviewing at this time to see if it now has some new advantages.  The data path in this case is shown in Figure 2.

Figure 2: Data path to, not through GGSN/Home Agent. 

In this case, the data path is set up using Mobile IP with multiple “Care Of” entities.  The GGSN/Home Agent would use as its “destination” a “Care of Serving PDG”, “Care of Access Point” approach, and the UE would use a “Care of Serving PDG”, “Care of GGSN” in order to route packets outward.  This sort of approach would allow the packets to travel over both networks for accounting purposes.

It is interesting to note that the notification to the external destination of the address of the mobile is not done, even in Mobile IPv6.  This would be more efficient in a technical sense to route the packets directly to the Access Point, but this would violate the requirement that the packets transverse both the serving and home system.  Since the packets have to be routed to the home system anyway, routing them to the GGSN would seem to be reasonable. 

In this scenario, the PDG/GGSN Home Agent would support the following functions:

1. Accounting: Both the PDG and GGSN would have to generate Customer Data Records (CDRs) for their respective systems.  

2. PDP Management: The both elements would have to be able to “activate” and “deactivate” PDP contexts from the mobile.

3. Authorization: The GGSN could re-use the Policy Decision Function PDF which is available to the GGSN.   The PDG in the serving network would only do this as an optimization. 

4. Tunneling: Tunneling in this case would be supported by Mobile IP and the multiple “Care of” addresses.  More protocol would have to be added, however, to allow the PDG and the GGSN to communicate items such as failure conditions and other problems. 

5. Interface to Existing GPRS system: The Integrated GGSN/Home Agent would probably have a simpler time than the stand-alone Packet Data Gateway in handing off to and from the GGSN.  Still, the Home Agent would have to receive the handoff requests from the SGSN (in the GPRS-to-WLAN handoff case), since that function is located there, and not the GGSN.  

6. QoS and Go functionality: The GGSN/Home Agent would be able to re-use the existing QoS and other Go functionality.  

Advantages to this system:

1. Allows external systems to send data to a single external IP address just as for GPRS.  

2. Re-use of the MIP protocol work.  This may allow packets to be routed without specifically provisioning a route ahead of time.

3. Re-use of the Authorization, QoS and Go functionality from GPRS.

4. Increased bandwidth available to 802.11b devices would not cause problems, since this both the PDG is new, and the GGSN/Home Agent would be a significant rework, and both specifically engineered for this environment.

Disadvantages to this system:

1. Significant changes are needed to the GGSN to support this approach.  Ideally, this would still be cheaper than engineering a new Packet Data Gateway since the Accounting, Authorization, and QoS/Go interface could be re-used, but it would be a large change to implement. 

2. Lack of “true” Mobile IP support.   It would be wonderful if the Mobile IP protocol gave 3GPP all the necessary features directly.  It would appear, however, that two major features of Mobile IP (advertising of Foreign Agents, and notifications to sources to change the Care Of address) would not be used by 3GPP.  The Packet Data Gateway still would need functionality in excess of a Mobile IP based router. 

3. Real time handoffs are still fairly complicated.  The SGSN is still the source of GPRS handoffs, and would have to contact the Home Agent to prepare addresses to carry the packets.  This is a better situation than the first case, since the packets are still routed to the GGSN.  The SGSN would have to be modified, however, to issue this request. 

4. New network protocols between the serving PDG and the GGSN/Home Agent would have to be established beyond Mobile IP. 

Case 3: Data Flows Through GGSN: 

The final case is where the GGSN receives WLAN data via a GTP interface from a Serving PDG.  This is shown in Figure 3.


Figure 3: Data flowing through GGSN

In many ways, the Serving PDG will appear to be an SGSN.  The PDG is distinct, however, in that the interface from the mobile to the handset would all be conducted over IP, instead of different layers of the GPRS protocol stack.  This interface could “mimic” the existing protocol; the exact same information could be passed between the handset and the PDG as is passed between the handset and the SGSN using this method. This would allow reuse of an important interface. 

The PDG-GGSN interface would be the same as the SGSN-GGSN interface.  Later, a PDG-SGSN interface could be added to support the WLAN/GPRS handoff scenarios.

In this case, the GGSN is exactly the same as always.  The Serving Packet Data Gateway would support the following functions:

1. Accounting: The Home Agent would have to generate Customer Data Records (CDRs).   

2. PDP Management: The Home Agent would have to be able to “activate” and “deactivate” PDP contexts from the mobile.

3. Tunneling: Tunneling would have to occur between the Serving PDG to the GGSN, and between the handset and the Serving PDG.

4. Interface to Existing GPRS system: GTP for GGSN-SGSN would be emulated for for Scenario 3, and GTP for SGSN-SGSN for Scenario 4 and beyond.

5. Bandwidth reduction (possibly): Since the Serving PDG will be the only new element specified by 3GPP, and the PDG may be receiving data at speeds up to 11 Mb/S, it may be necessary to restrict the amount of data sent up the GGSN.  This is can be justified as part of the implementation of the PDP context.  PDP context controls the allowed bandwidth, and this does not include 11Mb/S at this time.

Authorization, QoS, and Go processing would all be done in the same way as for GPRS.

Advantages to this system:

1. Data for carrier customer always flows through the GGSN, regardless of GPRS or WLAN attachment. 

2. It is possible to re-use many of the GPRS specifications directly, and have a straightforward mapping of the specifications in other situations.  Messages passed from the handset to the SGSN over the LLC or RRC protocol layers, for instance, would be passed over a specific IP Tunnel in the WLAN case.  This is reduces the amount of standards work to be done tremendously, should allow for significant code re-use in actual products, and reduce the cost of development of these items.

3. The path to GPRS/WLAN handovers and interworking is now clear.  The key would be to add SGSN-PDG handovers, preferably without modification to the existing SGSN. 

4. Modifications and improvements to the GPRS network are “inherited” by the WLAN system.  If improvements are made in the GGSN (or in elements beyond the GGSN), these improvements can be used immediately by the WLAN also.  

5. Straightforward support of the “serving system” and “home system” issues.  This would be dealt with in the same fashion as for GPRS.

6. “Service Bureau” support:  If the “3G AAA” server was modified a bit, one could contemplate a 3G AAA server which queried the HLRs from several different carriers.   This would allow one carrier to install the PDG and 3G AAA resources, and validate another carrier’s subscriber from their HLR and send data to the other carrier’s GGSN.  This could allow for economical deployment of this system for both carriers.

Disadvantages to this system:

1. Access speed to the Internet may be reduced.  Since the data flows through the GGSN it will need to not exceed the GGSN capabilities.  However, the subscription for a given user limits their bandwidth under GPRS, and all that is happening is the limits are enforced on the WLAN side also.  WLAN speed is often overrated, also.  The 11 Mb/s figure often quoted is the maximum speed of the system, and is shared bandwidth.  Several users in a single system would reduce the speed each had available down to “normal” GPRS levels.

2. Modifications to support WLAN may extend beyond the PDG.   This is possible, but unlikely.  The most likely modification would be for wider bandwidth, and this likely to be an issue any time soon.  The GPRS architecture is already well set up to handle arbitrary binary transfers. 

Analysis:

Although the third case appears to be an excellent possibility, it is also clear that the other two cases are viable, and could be used.   In all cases above, the PDG needs to support the following:

1. Accounting

2. PDP context activation / deactivation

3. Tunneling

It is also true that the PDG or the GGSN (depending on the scenario) would have to support an interface to the existing GPRS to support Scenario 4.

Accounting could easily use existing specification, or extend the current specifications for WLAN.  It would also be possible to allocate accounting to a new network element (“Level 7 Switch”), which would examine the packet stream, and determine the proper charging data to be generated.  Since these elements already exist, it may make sense to use such an element instead of inserting this functionality into the Packet Data Gateway.

PDP context activation and deactivation would still need to be processed.  It is possible that a mobile could request an invalid PDP context, and (ideally) the Serving Packet Data Gateway would refuse immediately.  This effectively means the PDG should terminate the protocol currently used between the UE and the SGSN.

Tunneling is an obvious common need.  Work in this area does depend on the case selected, since Case 2, for instance, would require use of the “Care of” address for processing, and Cases 1 and 3 would require information be sent to the Serving PDG to allow an address mapping to take place.  

The last area is interworking with GPRS in Scenario 4 and above.  This is probably one of the strongest arguments in favor of Case 3.  Having the PDG become a “sibling” of the SGSN allows a clear path for reusing existing protocols.  The other cases would require processing that, in the end, would probably look much like Case 3. 

Summary and Conclusions: 

Developing a “loosely coupled” WLAN system as covered in Case 1 sounds like an attractive alternative, but ends up having practical problems already solved in GPRS.  Re-use of Mobile IP in this domain also sounds attractive, but again it is a solution which has much that does not apply, and much that would extensive modification to support this environment.  Still, much is common in any of these architectures, and work on these common elements would benefit any eventual outcome.

HP would like to recommend:

1. Work progress on items that all the architectures have in common.  This would include: 

a. EAP delivery of tunneling attributes 

b. Accounting needs in the PDG

c. PDP Context Activation/Deactivation

d. Tunneling processing

2. Determine if Case 1 is really the network reference model we wish to endorse, and, if so, solicit contributions to solve the problems of interworking with existing GPRS nodes in Scenario 4, and related issues

3. Determine if Case 3 is more desirable, and set up the mapping of existing standards (such as GTP) to be used in this network reference model.
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