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1. Introduction

The MBMS drafting group has been working on the MBMS architecture for several months and has now started work on a Technical Specification to proceed with the stage 2 design. One key issue is still undecided but needs to be resolved in order to progress properly the stage 2 work, that is whether the MBMS multicast service activation shall be realised by transparently conveying the IGMP/MLD Join message to the GGSN, which then initiates the establishment of the appropriate bearers in the network, or whether the IGMP/MLD Join message shall be intercepted by the MT/UE to trigger an MBMS-specific activation procedure directly from the UE.

This paper attempts to address the main issues surrounding the two approaches, in particular by collecting issues that have been identified in a number of contributions from different companies and related discussions in the past. By way of conclusion, a recommendation is finally formulated as to which alternative, in Ericsson’s view, leads to the simplest and more robust solution.

2. Description of the Two Approaches

The two following sub-sections describe shortly what is the essence of the two competing approaches, as background information for the analysis that follows. These descriptions are not meant to be complete and exact but rather focus on the general principles.

2.1 MBMS-specific Activation

NOTE:
The solution for this approach, as sketched by different companies, has been evolving from meeting to meeting and therefore no precise solution has been presented so far. The description provided here corresponds to our educated guess of how the procedure would work, based on the latest discussions in the MBMS drafting group, complemented by an engineering exercise aiming at finding a working solution.

This approach is based on re-using the PDP context activation procedure but introducing an optional MBMS-specific parameter that indicates that the context requested is actually an MBMS context. IGMP/MLD messages (if any) in this approach are terminated/intercepted in the MT to trigger the MBMS PDP context activation.

If anyone of the SGSN or the GGSN does not support MBMS, then the MBMS-specific IE is discarded (being unknown) and a regular PDP context is established instead of a shared MBMS context. Data is then delivered as per R’99 support of IP multicast (i.e. point-to-point with replication in the GGSN).

In order to be backward compatible with SGSNs or GGSNs not supporting MBMS, the basic semantics of the PDP context activation messages must be respected. This means in particular that, in order to avoid the allocation of a new IP address for every MBMS service that the UE joins, the UE has to use the secondary PDP context activation procedure when it has already a PDP context active (e.g. for WAP) with the same APN. If not, i.e. if the MBMS PDP context is the first PDP context being activated by the UE, then the “primary” PDP context activation procedure has to be used.

Figure 1 illustrates the high-level procedure.
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Figure 1: MBMS-specific service activation

1.
The UE sends an Activate PDP Context Request or Activate Secondary PDP Context Request (depending on whether the UE has already a PDP context activated or not) to the SGSN. The message is as per GPRS standards except that an optional MBMS-specific IE is included. In case of a split terminal, or if the application is based on IGMP/MLD, the MT intercepts the Join request which triggers the activation procedure.

2.
The SGSN, if it is MBMS-capable, infers from the presence of the MBMS-specific IE that this is a request to activate an MBMS context. The SGSN checks the subscription of the user to determine if he/she is allowed to access MBMS services and if correct sends a Create PDP Context Request to the GGSN. Here as well, an MBMS-specific IE is included in the message.

3.
The GGSN, which is MBMS-capable, infers from the presence of the MBMS-specific IE that the request is for an MBMS context. The GGSN contacts the BM-SC to check whether the user is allowed to access this particular service.

4.
If the MBMS access control procedure was successful, the GGSN returns a Create PDP Context Response to the SGSN. Here again the GGSN includes an MBMS-specific IE.

5.
The SGSN may initiate some procedure towards the RAN to establish the necessary context information and/or radio bearers. The exact procedure is FFS but is of no consequence for the matter discussed in this document.

6.
The SGSN finally acknowledges the activation of the MBMS PDP context by sending an Activate (Secondary) PDP Context Accept to the UE. The MBMS-specific IE will tell the UE whether the context activated was an MBMS context (i.e. all nodes support MBMS) or a regular PDP context (i.e. either the SGSN or the GGSN does not support MBMS). If it is a regular PDP context, then the UE will fall back to R’99 multicast, i.e. it will send the IGMP/MLD Join message (buffered in step 1) over this newly established PDP context.

Taking a further step down the details, it appears that the requested IP multicast address can only be transferred in the MBMS-specific IE. The PDP address IE cannot be used to carry the IP multicast address as otherwise backward compatibility would be broken
.

2.2 Transparent IGMP/MLD

In this approach, a pre-established PDP context (typically best-effort) is assumed. This would for instance be a basic PDP context that the user activates to access basic mobile Internet services (WAP, web, etc) or, in case of an IMS-enabled terminal, it could be the signalling PDP context.

This approach relies on using a standard IP multicast interface from the application and terminating the IGMP signalling in the GGSN. The GGSN, together with the BM-SC, can then control the joining procedure and decide whether to initiate an MBMS context activation or simply deliver the data over the default PDP context as per R’99 or even ignore the Join request, based on whatever policy the operator wishes to implement.

Figure 2 illustrates the high-level procedure.


[image: image2.wmf] 

GGSN

 

SGSN

 

RAN

 

UE

 

1. PDP Context Activation

 

BM

-

SC

 

2. IGMP/MLD Join Request

 

3. MBMS access control

 

4. Create MBMS Context Request

 

6. Activate MBMS Context

 Request

 

7. Activate MBMS Context Accept.

 

8. Create MBMS Context Response

 

5. Radio Bearer Setup

 


Figure 2: Transparent IGMP/MLD service activation

1.
The UE activates a default, typically best-effort PDP context. This can be a PDP context used for basic IP services like WAP or Internet access, or it might be the signalling PDP context used for IMS access (in which case filtering rules must be configured appropriately in the GGSN to allow IGMP traffic over this PDP context
).

2.
The UE sends an IGMP (IPv4) or MLD (IPv6) Join message over the default PDP context to signal its interest in receiving a particular multicast service identified by an IP multicast address.

3.
The GGSN, acting as a regular IP multicast router, receives the IGMP/MLD Join and contacts the BM-SC to check whether the user is allowed to access this service. The BM-SC may reject the access request e.g. because the user has not subscribed to this particular service or because the requested IP multicast address does not correspond to any available MBMS service. If the BM-SC replies “service unknown”, the GGSN may decide, based on operator policies, to deliver the multicast data over the default PDP context as per R’99 (the user might be trying to join an external IP multicast service).

4.
If the MBMS access control procedure was successful, then the GGSN sends a Create MBMS Context Request to the SGSN, requesting it to add this UE to the list of receivers of this MBMS service. The SGSN then checks the user subscription to see if it is allowed to access MBMS services in general.

5.
The SGSN may initiate some procedure towards the RAN to establish the necessary context information and/or radio bearers. The exact procedure is FFS but is of no consequence for the matter discussed in this document.

6.
The SGSN sends an Activate MBMS Context Request (Linked TI, TMGI) to the UE. This message informs the UE about the activation of the MBMS context and provides the linked TI, which is the TI of the default PDP context. This is required for the MT to forward the received IP packets to the correct IP stack in the TE, i.e. the one that was used to send the Join message. The SGSN may provide a temporary group identifier (TMGI) that could be used for e.g. paging (this is FFS).

7.
The UE links the MBMS context to the default PDP context and replies with an Activate MBMS Context Accept.

8.
The SGSN acknowledges the successful creation of the MBMS context for this UE to the GGSN.

3. Analysis

3.1 MBMS-specific Activation

3.1.1 User trying to join an external IP multicast group – SGSN does not support MBMS

Let’s start this analysis with a particularly evocative example.

Considering the procedure described in section 2.1 and assuming that the SGSN to which the UE is currently attached does not support MBMS (e.g. in a roaming situation), the following figure shows what happens when the user finds a public server (somewhere in the Internet) offering a number of appealing services and “clicks” on the corresponding links to try them out. Moreover we consider here the quite likely case where the operator decides to prevent users from joining external IP multicast groups by configuring the GGSN accordingly.
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Figure 3: Representative scenario with the MBMS-specific approach

1.
The user starts an Internet session on his UE, which consequently activates a PDP context as per standard GPRS procedures.

2.
The user surfs the web and finds a site (e.g. a sport site) offering a number of interesting multicast services. He clicks on one of the links, which triggers the application in the UE to send an IGMP Join message to the IP multicast address hidden behind the link, say group A.

The Join message is intercepted by the MT part of the UE and triggers the sending of an Activate Secondary PDP Context Request (since a primary PDP context already exists). The message contains an MBMS-specific IE to indicate that it is in fact an MBMS PDP context that is requested.

3.
The SGSN receives the Activate Secondary PDP Context Request but does not understand the MBMS-specific IE as it is a R’99 SGSN. The SGSN then simply discards this unknown IE and proceeds with the standard secondary PDP context activation procedure, i.e. it sends a Create PDP Context Request to the GGSN (without any MBMS-specific IE).

4.
The GGSN receives the request and proceeds with the activation of a secondary PDP context as per R’99 procedures and sends a Create PDP Context Response to the SGSN.

5.
The SGSN sends a Create Secondary PDP Context Accept to the UE, as per R’99.

6.
The UE, seeing that the MBMS-specific IE is not included in the response from the network infers that MBMS is not supported and falls back to R’99 working. The UE sends the buffered IGMP Join message over the newly established PDP context (i.e. the second one); this message is transferred transparently up to the GGSN.

NOTE:
The UE could alternatively deactivate the secondary PDP context immediately after its activation and send the IGMP Join message over the primary PDP context, but that would represent quite a waste of resources (four messages over the air, plus all the processing in the SGSN and GGSN). Moreover the actual motivation of the proponents of this approach for reusing the existing PDP context activation messages rather than defining new ones, was indeed to avoid a mere failure of the procedure in such scenario.

7.
The GGSN (assuming it is MBMS-capable) upon receiving the IGMP Join message sends an MBMS Access Request to the BM-SC to check whether the user is allowed to join the requested multicast group.

8.
The BM-SC does not recognise the IP multicast address as corresponding to any of the MBMS services it provides and hence rejects the access request by returning an MBMS Access Reject message to the GGSN with cause “Service unknown”.
At this stage, assuming that the GGSN is configured to not allow multicast traffic from the Internet, the GGSN cannot do anything more but ignore the IGMP Join since there is no feedback mechanism embedded in IGMP. The GGSN cannot decide to deactivate the secondary PDP context either, as it doesn’t know that the Secondary PDP Context was activated as the result of an IGMP message intercepted by the MT (in step 3 it was a regular PDP context activation from the GGSN’s point of view).

9.
Nothing happens for a while, so the user decides to try another of the multicast groups proposed on the web site, thinking that perhaps the first group was not working. The fact of clicking on the corresponding link triggers a new IGMP Join message for group B.

10-13. The MT again intercepts the IGMP Join message and initiates another secondary PDP context activation by sending an Activate Secondary PDP Context Request containing the MBMS-specific IE. The SGSN again ignores the unknown MBMS-specific IE and sends a regular Create PDP Context Request to the GGSN, resulting in the creation of a third regular PDP context (a second secondary PDP context).

14.
The UE again sees that the response from the network does not include the MBMS-specific IE and sends the buffered IGMP Join message for group B over the third PDP context.

15-16. The GGSN, as usual, checks with the BM-SC whether the user is allowed to join this group and the BM-SC, which doesn’t know about any multicast group B rejects the access request.

17.
Here again there’s nothing more the GGSN can do about this Join request, so nothing happens. The user will then hopefully give up trying to join any other group, or he might try yet another time…

As a result, with this realistic example, three PDP contexts will be activated by the UE while only one will ever be used to transfer any data (the TFT of each secondary PDP context would have been set by the MT
 to only allow traffic corresponding to the multicast group A or B respectively).

There may be a timer-based mechanism by which the network or the UE deactivate a PDP context where no data has been transferred for some time, but the timer should be reasonably long to allow for idle periods in the transmission, hence multiple unused PDP contexts cannot be avoided. But regardless of the value of the timer, the result would still be that PDP contexts would be activated and later deactivated without being ever used, hence producing unnecessary signalling and processing load throughout the network.

This is a rather specific, yet very illustrative scenario, but of course this is just one example; one can think of many variations around this scenario that would produce unnecessary signalling or resource consumption in the network. To name just one more example, if the SGSN does not support MBMS while the GGSN does, but the GGSN is configured to not deliver multicast data over point-to-point PDP contexts, the result would be similar.

The fundamental problem is that the UE initiates a procedure towards the network for a service which is not specific to the user but to the network. It is indeed only the network that can decide whether the service will be provided or not and over what type of bearer; the UE cannot know a priori about that decision, hence it is more logical and allows better control letting the network be the initiator of the bearer establishment procedure.

3.1.2 Fallback to R’99 IP multicast support

Let’s consider now the case where the SGSN or the GGSN do not support MBMS, but the user tries to join an existing MBMS service (e.g. not all GSNs have been upgraded in the network). In such case the operator might want to allow users to receive the MBMS data over point-to-point bearers (this would likely be the case during the initial deployment phase, when the operator wants to promote the new services but has not yet upgraded the whole network). However, due to the very fact that every user will get it’s dedicated point-to-point bearer, the operator will likely use the Background traffic class to deliver the service in this case, as otherwise dedicated resources would have to be guaranteed for a potentially large number of users.

In such scenario, as in the previous one, the UE will receive a Create (Secondary) PDP Context Accept lacking the MBMS-specific IE and hence the UE will send the buffered IGMP Join message over the newly established PDP context. But for each and every group that the user wants to join, a new PDP context will be created exclusively for that group. In particular, if all these groups require the same QoS, they will still go each one over their own PDP context, making it impossible, or at least very difficult, to multiplex all the groups with similar QoS requirements on one single PDP context. Assuming that the operator would, in case of fallback to R99, prefer to only provide only best-effort service, then it would clearly make sense to deliver over one single PDP context all the multicast data that the user wishes to receive.

It is also quite unclear how the UE would set the TFT of the secondary PDP contexts in the split terminal case and when a native IP multicast application is used in the TE. The immediate conclusion is that in such situation it is impossible to provide appropriate information to the MT and hence this solution is not compatible with native IP multicast applications  (this could only be achieved by AT commands and MBMS-aware applications and APIs).

3.1.3 Functionality in the UE

A requirement that has so far never been challenged and is considered essential for a rapid deployment of multicast services and applications, is that the MBMS architecture shall interworking with IP multicast applications (in particular in the split terminal case).

With this approach the MT, or the MT part of an integrated UE based on a multipurpose platform implementing a standard IP stack, has to intercept all IP packets and parse the IP header to determine if it is an IGMP/MLD Join message so as to trigger the MBMS PDP context activation procedure. The consequence, beside some increase in complexity, is additional processing and hence increased power consumption in the UE. This is of course avoided if the IGMP/MLD packets are simply forwarded transparently, as today with GPRS.

NOTE: 
There is of course the possibility to develop MBMS-aware applications for TEs/UEs running common operating systems such as MS Windows, Linux, etc., that would directly communicate with a UMTS/GPRS-specific driver installed in the OS, which in turn would send appropriate AT commands to the MT. But then we are not talking anymore about interworking with IP multicast to leverage on the boundless creativity and resources of the IP community (i.e. IGMP/MLD becomes superfluous)…

3.1.4 Co-existence with the broadcast mode

The principle of intercepting IGMP messages in the MT could be reused for the broadcast mode as a trigger to start listening to a given broadcast transmission. However, as explained later in this document, since there is nothing equivalent to the MBMS broadcast mode in IP standards, MBMS-aware applications and APIs seem to be unavoidable. There is consequently little interest in using IGMP as the protocol between TE and MT to request reception of some broadcast service.

Moreover, if IGMP was used indiscriminately for broadcast and multicast mode, means would have to be developed for the MT to determine from the IP multicast address whether the request must be handled locally in the MT (i.e. broadcast mode) or whether an MBMS PDP context establishment procedure has to be initiated (i.e. multicast mode), considering in particular roaming scenarios. Besides the obvious increase in complexity, service and/or operational limitations would very likely arise (reserved address ranges, etc).

3.2 Transparent IGMP/MLD

3.2.1 User trying to join an external IP multicast group – SGSN does not support MBMS

Let’s start with the same specific scenario discussed in section 3.1.1 to see how the two solutions differ in this respect. The assumptions are as in section 3.1.1.
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Figure 4: Representative scenario with the transparent approach

1.
The user starts an Internet session on his UE, which consequently activates a PDP context as per standard GPRS procedures.

2.
The user surfs the web and finds a site (e.g. a sport site) offering a number of interesting multicast services. He clicks on one of the links, which triggers the application in the UE to send an IGMP Join message to the IP multicast address hidden behind the link, say group A. The Join message is transferred transparently to the GGSN over the pre-established PDP context, let’s call it “default PDP context”, as any other user IP packet.

3.
The GGSN (assuming it is MBMS-capable) upon receiving the IGMP Join message sends an MBMS Access Request to the BM-SC to check whether the user is allowed to join the requested multicast group.

4.
The BM-SC does not recognise the IP multicast address as corresponding to any of the MBMS services it provides and hence rejects the access request by returning an MBMS Access Reject message to the GGSN with cause “Service unknown”.
At this stage, assuming that the GGSN is configured to not allow multicast traffic from the Internet, the GGSN simply ignores the IGMP Join (no feedback mechanism embedded in IGMP).

5.
Nothing happens for a while, so the user decides to try another of the multicast groups proposed on the web site, thinking that perhaps the first group was not working. The fact of clicking on the corresponding link triggers a new IGMP Join message for group B.

6-8. As before, the IGMP Join request is transferred over the default PDP context up to the GGSN. The GGSN then checks with the BM-SC whether the user is allowed to join this group and the BM-SC, which doesn’t know about any multicast group B rejects the access request.

9.
Here again there’s nothing more the GGSN can do about this Join request, so nothing happens. The user will then hopefully give up trying to join any other group, or he might try yet another time…

As we can see, beside the regular activation of a general-purpose PDP context (done independently of MBMS), only two messages are sent over the air and no signalling procedure is initiated within the core network except the access control messages between the GGSN and the BM-SC. Moreover, the messages send over the air are simple IP packets, each one 28-octet long (IGMP Join messages).

3.2.2 Fallback to R’99 IP multicast support

With the transparent IMGP/MLD approach, the fallback to R’99 IP multicast is quite straightforward; the GGSN receives the Join request and decides whether to fall back to R’99 delivery or not (e.g. because the SGSN does not support MBMS). If fallback to R’99 is chosen, then the MBMS data would simply be delivered over the default PDP context. Multiplexing of several MBMS services for the same user over one single PDP context is automatically achieved. As said previously, operators would probably prefer to implement the fallback case only as a best-effort service and hence the solution is very natural. However, should the UE have the intelligence to do so it could very well first establish a secondary PDP context with appropriate QoS and then send the Join message over that PDP context, which would then serve as “default PDP context” for this Joining procedure.

3.2.3 Feedback on Activation/Deactivation status to the UE

In previous meetings, several times unfounded concerns have been expressed about the lack of feedback to the UE on the activation/deactivation of the context (i.e. success of the Join and Leave procedures), since IGMP/MLD does not provide any acknowledgement.

The activation procedure, as described in several contributions from Ericsson, does provide a feedback mechanism to the UE in the form of the Activate MBMS Context Accept and Deactivate MBMS Context Request messages send from the SGSN to the UE.

The problem related to the lack of acknowledgement of IGMP/MLD appears in the split terminal case, if the application is a native IP multicast application (based on IETF standards). In such case there is no way to inform the application about the success or failure of the Join/Leave request, but this is valid for both activation approaches. That is why Ericsson suggested in the past that work should be undertaken in IETF to introduce some reliability mechanisms in IETF standards directly, which would benefit not only MBMS but IP multicast applications based on IGMP/MLD in general.

Note however that in the split terminal case, even if the application in the TE would not know about a possible failure, the MT could display some useful message for the user who could then stop the application or repeat the procedure manually.

Note also that the reception or withdrawal (or possibility lack of renewal) of the encryption keys would provide appropriate feedback about the status of the session to the UE, and this even in the split terminal case if encryption and key distribution were handled at application level.

3.2.4 Constraints related to the APN

This approach requires having a PDP context active on the same APN as the one providing the MBMS services in order to send an IGMP/MLD Join request (applicable only in multicast mode, see 3.3).

One of the consequences is that a roaming user wishing to access simultaneously MBMS multicast services provided by its home operator as well as the visited operator will need two “primary” PDP contexts and hence two IP addresses. Though the problem of having multiple “primary” PDP contexts active in the same terminal is real, as not all terminals necessarily support multiple IP stacks, the problem is not specific to this approach or even to MBMS in general. This is the general problem of operators providing data services to visiting subscribers; if the home operator allows its subscribers to access data services in a VPLMN (parameter ‘VPLMN address allowed’ in the subscription), then any user may, depending on the capabilities of his terminal, activate two primary PDP contexts: one towards a home APN and another towards a visited APN.

In fact, coming back to MBMS, a sensible scenario is that of an operator provisioning a local APN, accessible to visiting users, on which MBMS services, among other things, are advertised. Users would then connect to that local APN, surf some web/WAP pages and find a list of links to MBMS services available on which they just need to click to join the stream (possibly after an on-line registration). Such scenario would obviously require two PDP contexts if the subscriber is receiving MBMS services from its home network at the same time regardless of the service activation approach retained.

3.2.5 Co-existence with the broadcast mode

As explained in section 3.3 below, the broadcast mode is very specific to MBMS and does not require the use of IGMP/MLD. Therefore the argument of transparent support of IGMP/MLD is not applicable to the broadcast mode, which requires MBMS-aware applications and APIs.

This however does not mean that two independent and partly redundant mechanisms are needed to support broadcast and multicast if this approach is chosen. For the broadcast mode the UE handling is purely local, while the multicast mode requires interaction with the network.

The overall solution encompassing both broadcast and multicast modes is simpler when the transparent IGMP/MLD method is used for multicast service activation. Indeed the development effort for the broadcast mode is essentially independent of whether IGMP messages used for the multicast mode are transferred transparently up to the GGSN or whether they are trapped in the MT/UE. On the other hand, the complexity of intercepting and parsing IP packets in the MT, augmented by the various network-unfriendly situations that it potentially creates and therefore need to be addressed, make a complete solution comprising the MBMS-specific multicast activation significantly more complex when compared to a solution based on the transparent IGMP handling for the multicast mode.

3.2.6 Access independence

Interworking between 3GPP and WLAN technologies has become a hot topic in 3GPP, as operators see an opportunity in combining these two technologies in their networks to offer extended services. MBMS is a good example of a service that could be provided to subscribers over both access technologies.

Obviously WLAN relies fully on IETF protocols and therefore, when it comes to multicast services, it supposes the use of IGMP or MLD at application level. Only the transparent support of IGMP/MLD in the MBMS architecture will easily allow one and the same application in a 3GPP-WLAN capable terminal to join MBMS services regardless of the access network it is currently attached to.

Of course quite some standardisation work remains to be done on the co-existence of these two technologies in general, but the potential of offering MBMS services over WLAN some time in the future should not be overlooked.

3.3 Broadcast Mode

Regarding the broadcast mode, we shall keep in mind that the IETF does not define anything like an IP broadcast mode in the way we understand this term in MBMS, i.e. all IP-based point to multi-point services are built on IP multicast and require an explicit Join request from the client by means of IGMP or MLD. The question is then how to realise the MBMS broadcast mode in the split terminal case, where MBMS should be able to interact with IETF-based applications. When considering integrated terminals, which have direct interfaces to the UMTS layer, applications are in general 3GPP-specific, meaning that there is total freedom as to how to realise the MBMS broadcast mode for those terminals.

The two basic characteristics of the MBMS broadcast mode are: no specific subscription for a particular service, on one hand, and no uplink signalling whatsoever, on the other hand. Yet the application needs to activate the reception of a broadcast service in some way. Since there is no signalling from the UE to the network, the network must continuously advertise the MBMS broadcast services available, so that users (or terminals themselves) can learn about these services and activate locally in the UE the reception of the services they are interested in. Most likely a “well-known” broadcast channel will be specified that is dedicated to advertising all other broadcast services available in the cell. The application must then fetch this information from the MT and present it in a meaningful format to the user for selection.

When considering these particulars, it becomes quite clear that we can only reasonably expect MBMS-aware applications with a direct interface to the UMTS layer being capable of receiving MBMS broadcast data. The corollary is that there is no way for an application to access MBMS broadcast services transparently to the MT (i.e. without direct interaction with the MT).

Moreover, it doesn’t really make sense to use IGMP/MLD to trigger the activation of an MBMS broadcast service in the UE/MT since the activation is local to the UE and the application needs to be MBMS-aware. In the split terminal case, the TE must then have a dedicated API that can directly communicate with the MT, e.g. through AT commands. The argument of interworking with native IP multicast applications, in particular, is not applicable to the broadcast mode.

4. Conclusion and Proposal

4.1 Synthesis

In the course of the MBMS work carried out so far in SA2, many issues have been raised and discussed for each of these approaches. In this document we have left aside all minor or mostly irrelevant issues to focus on the real issues. As repeatedly said by Ericsson, SA2 is not facing a choice between a solution that works and one that does not work; both solutions can be made to work. It is therefore a question of evaluating aspects such as: simplicity of design and implementation, friendliness in terms of usage of network and UE resources, backward-compatibility, future-proofness, and so on.

With this spirit in mind and with a real desire to look at the facts, the main results of the above analysis can be summarised as follows:

· The basic difference between the two approaches is that in the MBMS-specific activation it is the UE that initiates directly the procedure for establishing the MBMS Context in the network, while in the transparent approach it is the GGSN which, upon request from the UE, initiates the MBMS Context establishment if the user is successfully authorised.

· The broadcast mode must be handled by MBMS-specific means and applications since there is no equivalent transmission mode in IP standards. Therefore the argument of transparent support of IGMP (or native IP applications) is not pertinent for the broadcast mode.

· MBMS is network-centric, as opposed to regular point-to-point services that are user-centric. That is, an MBMS service is not associated to and controlled by one particular user, therefore it is logical, and hence more robust, to let the network fully control the activation and provision of the service rather than relying on a UE-initiated procedure. In the MBMS-specific approach, since the UE cannot know a priori what the network policies are and what a particular multicast address means for the network, the UE can only perform a systematic treatment of the Join requests without calling for any particular intelligence. Numerous cases can then arise where the network would eventually reject the procedure, leading to unnecessary signalling and processing in the network.

· With the MBMS-specific approach, a number of issues related to the split terminal case make it unrealistic to consider using native IP multicast applications (i.e. based on IETF standards) to access MBMS services. Such a limitation does not exist with the transparent approach.

· The transparent approach offers a simple way to inform the network about the desire of the user/UE to join a particular multicast service and offers a straightforward support of native IP multicast applications, hence permitting to leverage on the boundless creativity and resources of the IP community.

· A corollary of the previous point is that the transparent approach fits perfectly in a mixed 3GPP-WLAN environment, allowing one and the same application in the terminal to seamlessly join and receive MBMS services, regardless of the access technology it is currently using.

· The transparent approach imposes some constraints on the use of APNs since the PDP context used for sending and receiving IGMP messages and the MBMS bearer contexts must necessarily share the same APN. However, the presence of a bi-directional point-to-point bearer opens up interesting possibilities for the control of the service (key distribution, application-level feedback, etc) when applicable.

· The MBMS-specific approach (as currently proposed) does not introduce new session management messages (PDP context messages are re-used), however considering the number of undesirable situations that it potentially creates and consequently would need to be addressed, it is questionable what value this adds. The complexity lies in the procedures required in the nodes to create and handle the contexts and traffic, not in the fact that new messages are created. In fact, introducing clearly separate messages allows a better decoupling of the new procedures from existing ones and leads to a simpler and more robust implementation.

· Regarding the transparent approach, the existence of a long-lived PDP context has often been debated. It seems clear that this cannot be considered a serious drawback since anyway most users will have such PDP context active for other purposes, e.g. email access or IMS signalling. GPRS has been designed to handle always-connected users! Moreover, as said above, the presence of a regular PDP context opens up interesting possibilities for MBMS (key management, application-level feedback, etc). Also a typical scenario for users to get informed about the services available is to go to a web page and click on the links of interest.

4.2 Conclusion

In view of this analysis it appears clearly that conveying IGMP/MLD messages transparently up to the GGSN offers the simplest and more straightforward solution, without unnecessary limitations on the types of terminals and applications that can be used to access MBMS multicast services. The few minor drawbacks of this approach are clearly outweighed by its benefits and simplicity.

Terminating the application signalling in the MT and initiating a network-level activation procedure from the MT before the BM-SC has any chance to check whether the service requested is valid and authorised, leads to undesirable situations that would need to be addressed or prevented in some way, thus adding to the complexity of the architecture and standardisation efforts.

Consequently Ericsson recommends 3GPP SA2 to pursue the design of the MBMS architecture based on the transparent use of IGMP between the UE and the GGSN for the realisation of the multicast mode. This does not apply to the MBMS broadcast mode since the activation of the reception is in this case local to the UE.

































































































� 	On one hand, the secondary PDP context activation procedure would fail as soon as anyone of the SGSN or the GGSN does not support MBMS because the PDP address is mandatorily absent in this procedure. On the other hand, the “primary” PDP context activation procedure would fail because a legacy SGSN would consider a PDP context activation request with a PDP address provided by the UE as a request for a static address while there is no corresponding subscription in the HLR.


� 	Note that IGMP messages are never routed on IP level since they carry a TTL equal to 1, hence IGMP messages will never leave the GGSN.


� 	If the UE is a split terminal and the application is a native IP multicast application, there is no way for the MT to know how to set the TFT, hence this solution doesn’t seem to work at all in such case. See also section � REF _Ref29886646 \r �3.1.2�.
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