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1 Introduction

The support of streaming services in the Packet Switched domain requires several basic functions:

· support of Rel-99 standards in the Mobile Station (MS), the Radio Access Network (RAN) and the Core Network (SGSN);

· support of Rel-99 QoS parameter negotiation at PDP context activation time, including a negotiation with the RAN. When considering GERAN A/Gb mode, this negotiation between the BSS and the SGSN requires the support of the Packet Flow Context feature on the Gb interface;

· support of specific Call Admission Control algorithms in the RAN and the SGSN-GGSN in order to guarantee real-time constraints such as transfer delay and bitrate, which requires the reservation of resources at the time of a streaming bearer set-up.

The figure below shows an overview of the various steps involved in setting-up a bearer belonging to the streaming class in GERAN A/Gb mode.
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Figure 1 – overview of streaming bearer set-up in the GERAN PS domain (A/Gb mode)

1) The R99 MS requests the activation of a PDP context, for which the “QoS Requested” parameters correspond to a streaming bearer. This is characterised mainly by:

· Traffic class = streaming class

· Guaranteed bitrate for downlink/uplink <> 0. This guaranteed bit rate is a bit rate at GPRS service level (including RTP/UDP/IP overheads) not including the overheads due to the radio interface (coming for example from the ARQ mechanism, or the overhead needed to make up for the gaps of transmission due to service interruption following cell reselections)

· Transfer delay

2) The SGSN may then perform security and trace functions. A Call Admission Control algorithm is called to check whether the required QoS attributes can be fulfilled. The SGSN may then restrict the requested QoS attributes given its capabilities and the current load, and it shall restrict the requested QoS attributes according to the subscribed QoS profile. The SGSN then requests the creation of the PDP context in the GGSN.

3) Various functions are performed in the GGSN, which may even reject the request from the SGSN if the QoS Negotiated received from the SGSN is incompatible with the PDP context being activated.

4) Once the creation of the PDP context in the GGSN has been confirmed as successful, the SGSN then requests the creation of a Packet Flow Context (PFC) for the streaming bearer. Although it is possible in theory to aggregate several bearers into the same PFC, it seems better to create one PFC for each real-time bearer and aggregate only non real-time bearers having similar QoS characteristics within the same PFC. The request from the SGSN contains several mandatory parameters:

· TLLI: identifier of the Mobile Station

· PFI: Packet Flow Identifier

· PFT: Packet Flow Timer (lifetime of the PFC during periods of inactivity)

· ABQP: Aggregate BSS QoS Profile

5) The BSS then performs a Call Admission Control algorithm to check whether the requested QoS attributes can be fulfilled. Several functions may be performed in order to be able to support the requested QoS (e.g. reallocation of other MSs, redirection of the MS to another less loaded cell, etc). The BSS may restrict the requested aggregate BSS QoS profile given its capabilities and the current load, although not fulfilling the guaranteed bitrate and the transfer delay attributes should as far as possible be avoided. The BSS performs resource reservation in order to support the negotiated guaranteed bitrate and transfer delay, taking into account the RLC mode that will be used for the flow (quite likely: RLC acknowledged mode since LLC PDUs should be rather large: 500 octets or more for video streaming for instance). The resources reserved on the radio interface need to be higher than the negotiated guaranteed bitrate due to radio interface overheads.

6) The BSS acknowledges the PFC creation if it is successful, providing to the SGSN the negotiated ABQP.

7) Assuming that the negotiated ABQP is acceptable for the SGSN, the PDP context activation procedure is completed by the sending of an acceptance message to the Mobile Station.

8) Because the SGSN will have to comply with the announced leak rate for the corresponding MS/PFC, it is quite likely that the BSS has to send a FLOW CONTROL MS or FLOW CONTROL PFC message to the SGSN in order to announce a leakrate that is greater than the negotiated guaranteed bitrate (otherwise default values are used). The choice between MS and PFC flow control (only possible if supported by both BSS and SGSN) is implementation dependent and depends also on whether there are other active PFCs for the same MS.

9) The SGSN acknowledges the FLOW CONTROL MS or FLOW CONTROL PFC message.

10) When the streaming session is started thanks to upper layer protocols such as RTSP, the SGSN sends to the BSS BSSGP PDUs containing the PDU lifetime, the QoS profile (R97, not useful in this case), the MS Radio Access Capabilities, the PFI and the LLC PDU to be sent.

11) The BSS sends the LLC PDUs to the MS.

12) The MS starts buffering PDUs at application level (quite likely RTP PDUs) in order to be able later on to accommodate delay variations due to RLC retransmissions, radio outages (e.g. due to cell re-selections), etc.

13) Once the MS has filled its application level buffer, it can start playing out the streaming flow.

2 Identification of areas of enhancements for support of streaming

From the description above, it appears quite clearly that the parameters needing careful dimensioning are the following ones:

· the bandwidth reserved on the radio interface by the RAN in order to fulfil the requested guaranteed bitrate, and

· the initial application level buffering time done in the Mobile Station.

Indeed, the more bandwidth is reserved on the radio interface to serve a given guaranteed bitrate, the smaller the capacity of the cell goes. However, it is important to reserve not just the requested guaranteed bitrate but in fact more, in order to be able to accommodate RLC retransmissions due to radio errors and radio outages due to cell reselections for instance. The larger the reserved bitrate is, the less need there is for optimising the ARQ and the cell reselection duration. On the other hand the larger the buffer in the MS is, the less the network has to make up for transmissions gap / interruption at cell re-selection.

The following diagram shows an example of the application level buffer filling in the MS along time. 
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Figure 2 – Example of application level buffer filling during a streaming session

During the course of the streaming session, the buffer goes through the following states:

· initial filling up to the maximum buffer size ((). Once the buffer is filled up, the streaming session can start to be played out.

· The play-out rate of the streaming session equals the radio throughput ((). Hence the buffer filling remains constant.

· The radio throughput becomes smaller than the play-out rate (due e.g. to radio errors leading to RLC retransmissions) ((). Hence the buffer depleting.

· The radio throughput becomes greater than the play-out rate (due e.g. to good radio conditions leading to increasing the offered throughput beyond the negotiated guaranteed bitrate) ((). Hence the buffer getting filled up again, possibly up to the maximum buffer size (not above assuming that the server sends the streaming PDUs at the play-out rate).

· The Mobile Station does not receive anything from the RAN due to a radio outage (e.g. due to a cell reselection) ((). In this case, the buffer will deplete quickly, at the play-out rate.

· The Mobile Station does not receive anything from the RAN because all streaming PDUs have been sent ((). In this case, the buffer will deplete at the play-out rate until being empty.

This diagram shows that the calculation of the bandwidth reserved on the radio interface to serve a given streaming flow depends on the following parameters:

· the negotiated guaranteed bitrate (likely corresponding to the play-out rate taking into account overheads introduced by RTP/UDP/IP – in ref.[1] annex J, they propose that the streaming client requests 1.025 * session bandwidth where the session bandwidth is calculated from the SDP media level bandwidth values);

· the initial application level buffering (the higher it is, the less overhead is needed in the reserved bitrate compared to the guaranteed bitrate);

· (for GERAN Gb mode) the minimum radio throughput available per radio time slot (average throughput achievable over x % of the cell coverage; e.g. x = 95); This depends also on whether the UE supports EDGE or not

· (for GERAN Gb mode) the duration of radio outages due to cell reselections and the frequency of cell reselections. 

In order to determine an optimised radio bandwidth, the BSS needs to know all those parameters:

· the negotiated guaranteed bitrate is available from the PFC (Packet Flow Context) creation procedure;

· the average radio throughput available per Time slot can be derived from the radio conditions, the corresponding RLC retransmission rate (in case RLC acknowledged mode is used), the link adaptation policy (i.e. which MAC coding scheme is used on radio) and the capability of the terminal (multi-slot class, support of EDGE, ..).

· The duration of radio outages due to cell reselections can be calculated by the BSS, the value depending mainly on whether Network Assisted Cell Change (NACC) procedures can be used.

· The frequency of cell reselections can be controlled through the network if the UE supports NC2.

· The initial application level buffering is currently not known as such.

As soon as those parameters are known, various ways can be considered in order to optimise the radio bandwidth, i.e. provide the smallest possible radio bandwidth while never leading to a complete depletion of the application level buffer in the MS before the end of the streaming session:

· Ensure that the guaranteed bitrate requested by the UE is not over-valued compared to the end-user application needs (this requires careful setting in the Mobile Station, possibly under control of the operator). Unfortunately, neither the access nor the core networks can do anything about this since they have no clue about the end-user application.

· Reduce cell reselection duration: the NACC procedure can be used. We could even envisage using Packet Switched handover procedures or other methods (see ref.[2]).

· Increase the initial application level buffering. However buffering requires memory in the MS, which is still expensive. Also, the bigger the initial buffering is, the longer the end-user will have to wait between requesting a streaming flow and the start of the session. Therefore it is critically important also not to have a too big initial buffering, otherwise the streaming may more look like an FTP download than anything else.

Having said that, some areas of enhancement can be identified:

· in order to optimise the radio bandwidth allocated to a streaming flow, it is essential to know the initial application level buffering in the BSS.

· Since cheap MSs (e.g. with little buffering capacity, or not supporting NACC, etc) will require the reservation of more radio bandwidth than others, if charging is to be based on throughput, it should then be based on the actually allocated radio bandwidth and not on the negotiated guaranteed bitrate. Even if charging is not based on the actually allocated radio bandwidth, knowledge of this information can bring benefit to the OAM of the operator.

· Since RLC acknowledged mode is likely to be used for streaming bearers and since RLC in (E)GPRS today is based on a “never-ending” ARQ mechanism, RLC should discard higher level (LLC in Gb mode) PDUs not yet segmented which would arrive too late in the application level buffer of the MS (same principles as the RLC SDU discard that has been introduced in GERAN Iu mode). The PDU lifetime provides the lifetime of each LLC PDU and can be used for that purpose in the BSS. However, it should be set in the SGSN according to the application level buffer size.

3 Knowledge of the MS’s application level buffer in the BSS and the SGSN

The first enhancement that is proposed is to provide to the BSS and the SGSN the knowledge of the MS’s application level buffer. It will then be possible:

· for the BSS to optimise the radio resource reservation to the benefit of an increased cell capacity;

· for the SGSN to set the LLC PDU lifetime consistently

To transfer this information from UE to SGSN, 2 methods are possible

· Use of the transfer delay attribute

· Addition of a new field in the QoS IE defined in 24.008

Note that using any of these methods, the initial application level buffer size would then be known by the SGSN. It can then be forwarded to the BSS within the CREATE BSS PFC message, in order to be used by the call admission control algorithm.

3.1 Use of the transfer delay attribute

One way to achieve this would be to use the transfer delay attribute and specify that for a streaming bearer it should correspond to the buffer size at application level, used to ensure time alignment of the streaming flow. Knowing the buffer size in Bytes and knowing the play-out rate in Bytes/sec, the MS can easily work out the equivalent buffer size in seconds and provide this within the QoS Information Element, which is included in the ACTIVATE PDP CONTEXT REQUEST message.

In fact ref.[3] already states the following about streaming bearers: "But as the stream normally is time aligned at the receiving end (in the user equipment), the highest acceptable delay variation over the transmission media is given by the capability of the time alignment function of the application. (...) It is assumed that the application's requirement on delay variation is expressed through the transfer delay attribute, which implies that there is no need for an explicit delay variation attribute."

However ref.[1] annex J, which suggests some mapping of SDP parameters to UMTS QoS parameters for packet-switched streaming bearers, proposes a fixed value for the ‘transfer delay’ (2 sec) although section 5.3.3.2 describes the ‘initial pre-decoder buffering period’ as one possible additional SDP field for PSS (hence assuming that it does not have a fixed value). Therefore it is not clear how the client will set the transfer delay attribute and it seems that the latter may not necessarily reflect the capability of the time alignment function of the application.

If that were to be the case, then an appropriate clarification should be brought to 23.107.

3.2 Addition of a new field in the QoS IE defined in 24.008

An alternative would therefore be to instead introduce a new QoS parameter, valid only for streaming class bearers, corresponding to the size of the “time alignment function of the application” (terminology from ref.[3]).

4 Knowledge of the reserved radio bandwidth in the SGSN

It is proposed that the reserved radio bandwidth, a result of the BSS call admission control algorithm, be provided to the SGSN in the CREATE BSS PFC ACK message. This information would then be included in the Call Detail Record of the streaming session in order to be able to charge the PS call based on the bandwidth actually granted to the MS and not on the negotiated guaranteed bitrate. Note that charging may not necessarily be based on the throughput so this information may not be needed for operators choosing a different charging scheme. However it could be quite useful for operators charging external streaming content providers for the usage of their network or assess how much streaming services take up radio resources in order to better tune radio resources made available to PS streaming services.

5 Conclusion

This contribution has analysed the support of streaming services in the PS domain in GERAN A/Gb mode and has identified a number of areas of enhancement:

· in order to optimise the reserved radio bandwidth, the knowledge of the application level buffer filling capacity is required in the BSS;

· in order to optimise the reserved radio bandwidth, the knowledge of MS capabilities in terms of NACC, NC2 and EDGE is required in the BSS;

· in order to be able to base an RLC SDU discard function on the LLC PDU lifetime, the SGSN needs to set this field based on the application level buffer filling capacity;

· in order to properly allow charging of streaming sessions on throughput, the SGSN needs to know what radio throughput has been actually granted and not only what guaranteed bitrate has been negotiated since both may differ significantly.

Some solutions have been proposed and ref. [4] provides the corresponding stage 2 changes to introduce them in the standard.
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