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1 Introduction and Scope

The WLAN interworking architecture necessitates that packets destined to and originating from a UE that roamed into a WLAN need to be transported within a tunnel between the 3Gnetwork and the WLAN. Two approaches have been proposed – Network terminated tunnelling and client terminated tunnelling. This contribution notes some practical concerns in both methods and discusses possible solutions.

2 Network terminated tunneling

Network terminated tunnelling in the most trivial case moves packets between the 3G network and the UE by tunnelling it between the packet data gateway and an edge router in the WLAN over the Wn interface. Details can be somewhat more complicated and a few important issues that need to be solved with this approach are noted below.

2.1 Delivering packets to the UE

Once the tunnel has been terminated at the edge router, the encapsulating header for the packet is stripped off. Now the inner packet with a destination IP set as the UE’s 3G-network address needs to be delivered to the UE.
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2.1.1  UE address not topologically correct

The first problem is that packet after detunneling has source and destination addresses that are topologically incorrect in the WLAN network. Moreover, UEs from different PLMNs that have overlapping address spaces might enter the same WLAN leading to multiple entities on the link with the same address. Hence, it is clear that packet delivery to UEs cannot be done based on their 3G IP addresses. One option is to mandate that the 3G network will always assign globally routable addresses from a public address space for UEs that roam into a WLAN. This might be unreasonable. Moreover, it still would not work multi-subnetted WLANs (discussed below).

2.1.2 Dealing with multi-subnetted WLANs
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It is reasonable to assume that the WLAN network may be multi-subnetted. If this is the case, it 

presents a routing problem for detunneled packets across routers in the WLAN network. This is because the UE address does not have the same network prefix as the subnets (and routers) in the WLAN. Since IP routing is based on longest prefix matching, it would fail in this case. Further complicating the issue would be ingress filtering that routers often employ to filter out packets with spurious source IP addresses. 

In short, the same routing issue that necessitates a tunnel to be established between the Packet Data Gateway and the Access Router will require a mechanism to help deliver decapsulated packets from the edge router to the UE.

2.2 Solutions to the network terminated tunneling problems

Two candidate solutions are presented to the problems detailed above.

2.2.1 Layer 2 delivery

One option is to deliver the detunneled packets to the UE based on its layer 2 address that will presumably be unique. This mechanism would solve the packet delivery problem for single subnetted WLAN networks. However, it comes with impact to the client and the access router. In order to deliver at a layer 2 address, the access router would need to maintain a mapping between the UEs layer 2 address and its IP address. This would need the UE to register its layer 2 address and request delivery at layer 2 in order to create the mapping. This is similar to a mobile IP Foreign Agent (FA) functionality at the access router and mobile-node functionality at the UE.

This mechanism still does not solve the routing issues associated with multi subnetted WLANs

2.2.2 Packets tunneled to UE inside the WLAN

The other way to solve both the packet delivery as well as the multi-subnetting issue is to tunnel packets between the access router and the UE. The UE then needs a care of address in the WLAN network. Packets destined to the UE, detunnelled by the access router are again encapsulated in a IP packet destined to the UEs care-of-address. This would need a mapping between the UEs IP address and its care-of-address in the access router. Moreover, this would need the UE to register itself with the access router in order to create the mapping. This is similar to a mobile IP Home Agent (HA) functionality at the access router and mobile node functionality at the UE.

This mechanism does solve both issues however it ceases to remain a pure network terminated tunnel since a second tunnel is now terminated at the client.

2.3 Negotiation of the tunnel

It is not clear if the intent is to specify the tunneling protocol that is used between the Packet Data Gateway and the WLAN. If this is not specified, then a negotiation protocol needs to be defined to negotiate the tunnel type and parameters. In either case, a method to configure the tunnel end points is possibly needed.

3 Client terminated tunneling

Client terminated tunneling establishes a tunnel between the UE and the packet data gateway to move packets between the 3G network and the WLAN.
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3.1 Delivering packets to the UE

Packet delivery to the UE occurs using regular IP routing. The UE decapsulates the tunneled packet and retrieves the original packet. One method to achieve client terminated tunneling is to run mobile IP between the UE and the Packet Data Gateway. This solution does address all the issues with topological incorrect addresses and the routing problems in multi subnetted WLANs. The impact on the client is that it would need to install, configure and run a mobile IP client, perhaps provided by the operator. The mobile IP client is usually implemented as a driver. In the most trivial case there is no impact on the network entities. However, this may not be true at all times as noted below.

3.1.1 Private address spaces in WLAN

It is possible that the WLAN implements a NAT. If this is the case then the care-of address assigned to the UE will be non routable. The packet data gateway thus will not have a way to determine the next hop for the encapsulated packet destined to the UE’s care-of-address.

3.2 Solutions to the private address space problem

NAT traversal is a commonly encountered problem and multiple solutions exist. In case Mobile IP is used as the tunneling protocol, one solution may be to UDP encapsulate the packets before Mobile IP tunneling them. Some changes to the Home Agent to support NAT traversal drafts will also be needed. Another alternative may be to use a FA and move all mobile IP traffic through the FA rather than the NAT router. 

In case mobile IP is not used as the tunneling protocol, possible solutions will impact network entities residing at the border of the NATed WLAN.

4 Summary

It is often assumed that network based tunneling has no impact on terminals. This is not true. In most cases network based tunneling would have an impact on the UE. A likely impact is that the terminals would need to run a tunneling client and/or a registration module. Since the function of the modules that need to run on a client are very similar to a Mobile IP Mobile Node, Mobile IP is a solution that will address the issues pointed out in this document. If zero impact to the terminals is desired, then workarounds to the issues mentioned in this document that do not involve UE involvement need to be found. If such workarounds cannot be found, a hybrid (client and network terminated) solution may be in order.

Client based tunneling does solve some of these problems. However, in at least the case where the WLAN is behind a NAT, some impact on network entities might be felt. If zero overhead in the network is desired, then workarounds to the NAT problem need to be found. Again, a hybrid approach may be required in some cases.

IPv6 might solve most of these issues pointed out in client-terminated tunnels and some of those pointed out for network terminated tunnels.

In any case, the desire to achieve scenario 3 interworking with no impact to terminals is almost impossible. In addition, there might, in cases, be some impact to network entities. 
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