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1. Introduction

This contribution presents an analysis of the UE issues associated with the two Service Activation options for MBMS.

These issues have previously been represented as related to split UEs. However the possibility of a physical split between UE elements is in fact irrelevant to the discussion; what is important is the functional split which exists within most UEs, whether physically split or integrated.

2. Discussion

2.1 UE architecture

For this discussion we assume a UE architecture as follows:
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In the above picture:

· The IP stack provides support for the IP protocol suite: IP, UDP, TCP, ICMP, IGMP etc. The services of these protocols are accessed by the de-facto standard ‘IP sockets API’ (1) or an equivalent. This element would be present in all UEs.

· The Platform-specific GPRS driver provides an API allowing applications to control GPRS aspects such as PDP Contexts and/or the ability for applications to send AT commands. Certain OS platforms (in particular Symbian) have defined such an API which is independent of the particular MT hardware and many operating systems provide the ability to send AT commands. To use this API an application must be designed specifically to work with GPRS on the specific platform. This element may or may not be present, depending on the OS.

· The hw-specific UMTS driver interfaces between the parts of the Operating System which are independent of the specific UMTS hardware and the UMTS MT. This driver would be supplied by the manufacturer of the MT. It may offer its own APIs to applications for control of GPRS aspects such as PDP Contexts (4) but an application would have to be designed for the specific hardware (not just the OS platform). It may allow applications to use AT commands to control GPRS aspects.

 The interfaces shown between these elements would be used by an MBMS application as follows:

· The IP sockets API (1) would be used to request reception of the MBMS data stream. The application opens a multicast socket for a particular IP multicast address. This would usually cause the IP stack to send an IGMP message to join the multicast stream

· The IP Qos API (2) could be used by the application to associate QoS requirements with the IP socket for the MBMS data. There is no standard such API, although one was included in certain Windows versions. This API drove RSVP signalling but work in this area is on hold pending NSIS.

· The GPRS APIs, (3) and (4), could be used by an application specifically designed for GPRS (and for the specific platform/MT respectively) to directly establish an appropriate PDP Context for the MBMS data.

· The OS internal network driver API (6) is the interface that the IP stack uses to access the services of underlying network technologies. If the IP stack supports an IP QoS API (2), then this interface will need to provide support for QoS as well, either via direct commands from the IP stack, or by exchange of IP QoS signalling (RSVP, NSIS).

2.2 Types of MBMS application

The above architecture presents a variety of choices for how the MBMS application might access the underlying network capabilities needed. We can define several types of MBMS Application on this basis:

· Type 1: This is an application which has been designed to work using IP multicast. This application knows nothing about GPRS or Quality of Service and just assumes a basic IP multicast best-effort service.

· Type 2: This is an application which has been designed to work using IP multicast and a QoS enabled IP stack (i.e. interface (2)). This application knows nothing about GPRS or and assumes a QoS-enabled IP multicast service.

· Type 3: This is an application which has been designed to work with GPRS on a specific OS platform or specific hardware. It uses interface (3) or (4) to control GPRS to provide the capabilities it needs. There are two sub-cases:

· Type 3a: Designed based on R5 GPRS – this application does not know about GPRS support for MBMS

· Type 3b: Designed based in R6+ GPRS – this application knows about GPRS support for MBMS

2.3 PDP Context-based MBMS activation

This sections considers the operation of the different types of application in the case that MBMS Activation is based on a PDP Context mechanism:

Type 1 applications simply open an IP multicast socket. This will cause the IP stack to send an IGMP message down to the UMTS driver. The driver is required to intercept this IGMP message and perform the appropriate PDP context activation. This is a layer violation for this driver which would normally not look within IP packets.

For a Type 2 application, in addition to opening the IP multicast socket (which will cause the IGMP to be sent), the application provides details of the QoS that it expects to be associated with the multicast stream. This information is passed to the UMTS driver over interface (6) and this can easily trigger the appropriate PDP Context establishment. In this case, there is no need for the UMTS driver to trap the IGMP packet, although sending it over the air may be superfluous.

For a Type 3a application, the application itself instructs the UMTS Driver (directly or via the OS) to create a normal PDP Context for the multicast data. Subsequently, the IGMP message will be sent, which the driver must trap and establish a second (MBMS) PDP Context. A mechanism is required to remove or modify the first (normal) PDP Context. However it is unclear how the UMTS driver could determine whether any existing PDP Context had been established deliberately by the same application which opened the multicast socket, or whether it was created by another application.

Finally, for a Type 3b application, the application directly instructs the UMTS Driver that an MBMS PDP Context is required.

In summary, we see that Type 1 and Type 3a applications present an issue with respect to this form of activation. Specifically if they are to be supported, then the UMTS Driver must trap the IGMP messages.

Further, with Type 3a applications there is an issue as to how normal PDP Contexts deliberately set up by such applications are removed.

2.4 IGMP based MBMS activation

This section considers the operation of the different types of application in the case that MBMS Activation is based on an IGMP mechanism:

For Type 1 applications, an IGMP message is generated as described above. This is sent over the air, and subsequently the MBMS PDP Context is established by the network, in a manner transparent to the application and IP stack. Since the MBMS PDP context is network initiated it automatically has the correct QoS.

For Type 2 applications, the UMTS driver would likely take no action in response to the QoS instructions received over (6). The establishment would proceed as for a Type 1 application. Only if this failed (detected how?) would the QoS information be used instead to establish a normal PDP Context for the multicast data.

A Type 3a application will attempt to establish a normal PDP Context for the multicast data stream. Subsequently, the IGMP message will be sent, causing a second (MBMS) PDP Context to be established. The same issue exists with respect to removing the normal PDP Context as for the PDP Context-based MBMS activation.

For Type 3b, the application would simply behave as a Type 1 application. Only if the MBMS activation failed (again, detected how?) would the GPRS API/AT commands be used to establish a normal PDP Context for the data.

In summary, we encounter the same issue with respect to Type 3a applications as identified for PDP Context-based activation.

We also have an issue with respect to backwards compatibility for Type 2 and Type 3b applications, since there is no obvious way for failure of the MBMS activation (and fallback to R99 support) to be detected.

3. Conclusion

The discussion above concluded that the issues related to UE functionality are:

· For PDP Context activation, if Type 1 (best-effort, non-GPRS-aware, non-MBMS-aware) or Type 3a (QoS-aware, GPRS-aware, non-MBMS-aware) applications are to benefit from the MBMS network optimisations, then the UMTS Driver would need to trap IGMP messages.

· For both PDP Context activation and IGMP, if Type 3a (QoS-aware, GPRS-aware, non-MBMS-aware) applications are to be supported, then they may create normal PDP Contexts for the multicast data. There is no simple way to remove these when the MBMS PDP Context is created.

· For IGMP activation, for Type 2 and Type 3b applications, there is no obvious way to detect failure of the MBMS activation procedure and fall back to existing multicast support.

The first two issues relate to the support of applications which were not specifically designed for MBMS i.e. for applications which were designed to use basic IP multicast support.

It should be noted, by analogy, that we do not attempt to provide GPRS QoS support for applications which were not designed for GPRS i.e. we do not attempt to ‘trap’ user traffic and establish appropriate PDP Contexts. In order to benefit from GPRS Quality of Service capabilities, applications must be designed to take advantage of it, or the IP stack must take on this responsibility itself.

We therefore propose the same principle for MBMS. That is: in order to benefit from GPRS MBMS capabilities, applications must be designed to explicitly take advantage of it, or the IP stack must take on this responsbility itself.

This principle eliminates applications of Type 1 and 3a. Further we assume that a QoS-enabled, GPRS-aware IP stack will take account of MBMS. Since no such IP stacks presently exist (to the authors knowledge), this should not be problematic.

The remaining problems pertaining to UE functionality split relate to the IGMP proposal and the third bullet above. This analysis therefore supports adoption of a PDP Context based mechanism.
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