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1
Introduction

SA2#27 identified three key issues with the proposed Service Based Local Policy controlled Diffserv functions at the GGSN. These were communicated to CN3 in S2-023131.

This contibution considers the second of these issues, described as follows in the liaison to CN3: 

“Issue 2:
SDP may not contain complete information about the end-to-end QoS requirements, in particular it may not necessarily contain information about the delay requirements. It may not, therefore, be appropriate to derive QoS policing/marking parameters which are used at the GGSN from the SDP alone – further information from the UE, such as PDP Context parameters, may need to be taken into account as well.”

2
Discussion

The essence of this concern is the possibility that the UE has more knowledge about the application’s QoS requirements than the network. Therefore the UE’s preferences, expressed in PDP Context parameters, should take precedence over the networks view.

The intention of Service Based Local Policy is to determine a maximum QoS that the UE is authorised to use for a given application. We must therefore examine three points:

· Does the network have enough information (in the SDP) to derive a meaningful upper bound on the authorised QoS ?

· Does the proposal for Policy-based Diffserv interfere with the UE’s requested QoS, in the case that the UE requests less than this upper bound ?

· What is the value of being able to do Diffserv marking based on policy, in addition to Diffserv marking derived from the PDP Context parameters ? (Considering that the PDP Context is subject to a policy-based upper bound itself)

We consider these in turn.

2.1
Derivation of ‘upper bound’ QoS

This question can be simply answered by considering the Release 5 Service Based Local Policy mechanism. In this mechanism the network does indeed derive an upper bound on the QoS as follows:

· A Maximum Authorised Bandwidth

· A Maximum Authorised Traffic Class

The Maximum Authorised Traffic Class is an abstract notion on the Go interface, which in the case of GPRS maps to a combination of Traffic Class and Traffic Handling Priority.

The UE is free to request any QoS within these bounds.

In this sense, the network has enough information to provide a simple upper bound on the bandwidth and Diffserv codepoint for the session (and this answers the first question above).

However, it is important to consider that one of the objects of Service Based Local Policy is that the policy applied to a given flow is dependent on the exact nature of the service being requested by the user. This includes the option for the operator to charge the flows differently depending on usage. e.g. a voice flow might be charged at a lower rate than a data flow for a file download.

Clearly, policy can only be dependent on the service for cases where the network actually recognises the service being invoked – for example cases where the network recognises the codecs.

Based on service-specific information, such as codec, uni-directional or bi-directional nature of the stream, then the network may be able to derive additional information which can be used to set an upper bound on the Quality of Service.

Operators will need to define a ‘default’ policy for ‘unrecognised’ services, which will likely involve them being charged at the same rate as plain data transport. In this case, there may be no upper bound on the QoS – the user gets and pays for whatever they request.

2.2
Interaction with PDP Context based Diffserv marking

In Release 5 we introduced the capability for the GGSN to apply Diffserv marking to uplink packets based on the PDP Context parameters. The GGSN would contain a statically configured table which would map from PDP Context parameters such as Traffic Class and THP to a Diffserv Codepoint.

We consider whether the proposal for Policy Based Diffserv functions would interfere with this mechanism.

It is expected that, for uplink packets, the policy based Diffserv functions act on packets after any PDP Context based marking has taken place.

It was proposed that policy-based Diffserv functions could re-mark packets based on the DSCP supplied by the PCF but that they would never mark packets to a higher codepoint. The DSCP supplied by the PCF therefore represented an upper bound.

There would therefore be no interference with the PDP Context based marking except in the case that the service based policy dictated a lower DSCP for a given flow.

2.3
Value of policy-based marking

It should be noted that the PDP Context QoS parameters are already subject to a policy-based upper bound. Therefore, the utility of the policy-based marking is limited to the following cases:

· The PCF wishes to authorise a particular Traffic Class, but the DSCP usually derived for that traffic class is too high for this particular traffic, e.g. due to Service Level Agreements with the destination for the traffic

· Individual flows within the PDP Context require different end-to-end QoS treatment  

For example, if an application has a high-bandwidth real-time flow and a relatively small control flow, it may be more efficient to multiplex both on to a Conversational bearer in the UMTS network. However, the end-to-end treatment of the flows should be different.

It is clear that in the GPRS case, the benefit of this marking capability is reduced by the combination of the ability to mark based on PDP Context parameters and the ability to apply policy to those PDP Context parameters.

However, within the work on Access Independence, we are considering the utility of the Go interface, and interfaces like it, to other access types. These access types may not have an analogue to PDP Contexts, and so may not have a capability to Diffserv mark the user packets. It is proposed, therefore, to consider whether policy-based Diffserv marking is valuable in these cases.

3
Conclusion

From the above, we conclude that the PCF has enough information to derive a suitable upper bound on the QoS for the flow. In particular, if the UE requests a class of service corresponding to a lower Diffserv Codepoint than that authorised by the network, then it will be this lower DSCP which is applied. In this way the flow will be given the correct end-to-end QoS.

For cases where the application is unrecognised to the network, then this upper bound will likely be very simply derived, or not specified at all. In this case, the UE-set parameters will be the most important aspect in determining the end-to-end QoS.

4
Proposal

It is proposed to clarify the following points in 23.207:

· The PCF derives an upper bound on the QoS for a flow, not an absolute value

· Diffserv marking based on PDP Context parameters occurs before policy-based Diffserv functions

If this is agreed in principle, Nortel will bring appropriate CRs for consideration at the next meeting.
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