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1
Introduction

23.207 includes requirements for Diffserv Edge Function configuration to be dynamically installed over the Go interface. It was not possible to complete Stage 3 work for these requirements in Release 5 and therefore study of this item should continue in Release 6.

CN3 has asked a number of questions with respect to the requirements for this item in their liaison N3-020868. This contribution addresses those points and proposes a response for each.

For each item a short discussion is presented, with a proposal either that the item requires further study in SA2, or that a response can be made to CN3.

The items requiring further study are summarised at the end.

2
Discussion

Comments from CN3 (1):

Issues related to the expected/delivered QoS Characteristics 
With DiffServ classification based on PDP context parameters, the operator can use network engineering to control the QoS in order to deliver the QoS characteristics as specified by the UE in the QoS parameters according to TS 23.107.

Discussion

A distinction must be made between Diffserv operating within the GPRS network (Gn/Gp) and on the external bearer network (Gi). The former is based on the DSCP marking of the ‘outer’ GTP-U packets, which is based on the PDP context parameters.

The requirements of 23.207 do not imply that this aspect should be modified. Operators can indeed use QoS engineering to control the QoS to deliver the QoS characteristics specified in 23.107 which apply to the UMTS Bearer Service portion of the end-to-end path (i.e. UE to/from GGSN).
Proposed response to CN3: as above.
Proposed work for SA2: clarify this aspect in 23.207.
Comments from CN3 (2):

In comparison, there is no signalling for any per IP flow parameters (i.e. token bucket parameters), which may affect the QoS characteristics. How does the UE determine what per flow controls if any will be applied, considering both uplink/downlink directions, and the possible controls at both the local and remote interfaces? How is the end-to-end QoS affected in the different scenarios of per flow controls (e.g. applied at one end or both ends of a session)?

Discussion

The per flow QoS parameters are not subject to real-time modification based on resource availability – instead they are derived from the SDP. The UE must assume that it will only be granted the bandwidth that it requested/declared in the SDP.

Application of per flow controls at one end or the other of the connection simply ensures that the agreed QoS is not exceeded at that point. As long as the UE remains within the agreed QoS, there will be no effect.

Per flow marking of packets ensures that they receive appropriate treatment within internediate networks. By this means end-to-end QoS can be supported for each individual flow.

Proposed response to CN3: as above.
Proposed work for SA2: none.

Comments from CN3 (3):

Is the UE required to shape the traffic on a per IP flow basis in order to avoid these controls causing a reduction in the received QoS? If so, how is this performed in a UE that does not support an IP BS manager? How does such a UE derive the IP flow parameters?

Discussion

There is no requirement in 23.207 for the UE to ‘shape’ the traffic. The application is responsible for not generating traffic which exceeds the QoS derived from the SDP in the first place. Shaping is generally required when a regular stream of packets has traversed a large network, resulting in packet jitter and an uneven packet arrival rate. This is not the case for packets as they are generated by the UE.

The application of a token bucket algorithm at the GGSN will allow for jitter caused by the radio/GPRS network.
Proposed response to CN3: as above.
Proposed work for SA2: none.
Comments from CN3 (4):

How can the operator determine the actual QoS that would have been delivered to the UE for an IP flow without some record of the IP flow parameters that were applied, or any measures of the effect of this control?

Discussion

The operator delivers a UMTS Bearer Service. This remains unaffected by this proposal. The operator cannot determine the end-to-end QoS for an IP flow  since packets could be dropped anywhere in the external IP network. Packet dropping due to per flow Diffserv operation at the GGSN is no different from packet dropping due to aggregate Diffserv handling within the extenal IP network.

There is no requirement intended to collect detailed accounting information for the end-to-end IP flow, only for the UMTS Bearer Service which ends before these per flow Diffserv functions.
Proposed response to CN3: as above.
Proposed work for SA2: none.
Comments from CN3 (5):

The PDP context parameters impose requirements on the end-to-end QoS, which are assumed to apply in a mobile-to-mobile IMS scenario. How is it ensured that these requirements are met if the DSCP decision does not also consider the PDP context parameters?

Discussion

The PDP Context parameters impose requirements on the UMTS Bearer Service between UE and GGSN and not on the end-to-end QoS.

The original source for QoS requirements for the session is the application layer description of the session, namely the SDP. From this, the QoS requirements for the UMTS Bearer Service are derived (namely the PDP Context parameters) at the UE. Also from the SDP, the appropriate per flow QoS controls/marking to deliver the required external bearer network QoS are derived.
Proposed response to CN3: as above.
Proposed work for SA2: none.
Comments from CN3 (6):
Until now, charging for the bearer service has been based on the PDP context parameters, from which the IP bearer service is derived. With introduction of an IP bearer service model in addition to the PDP context based service model, what are the impacts on the charging model? What information is required to support such a model? Also, what is the impact of the different scenarios (with/without per IP flow control at each end) on the charging models?

Discussion

Charging is based on the UMTS Bearer Service. The IP Bearer Service is not ‘derived’ from the UMTS Bearer Service, but of course it does use the UMTS Bearer Service to deliver the ‘first and/or last hop’ of the IP BS (between GGSN and UE).

There are no charging requirements at the IP BS layer presently – and introduction of such a capability has not been proposed. Such a proposal would need to determine how packet dropping within the External IP network was detected.

An alternative would be to record what portion of the UMTS Bearer Service charge related to each IP flow. This would support apportionment of UMTS Bearer Service charges relating to different flows to different parties in an IMS session. No such proposal has been made to SA2, however.
Proposed response to CN3: as above.
Proposed work for SA2: none.
Comments from CN3 (7):
QoS Management Issues

Policies for PDP context based QoS currently would be configured in the GGSN by the management function. What is the required interaction between the managed bearer service layer in the GGSN, and the SBLP policies? Do the SBLP based policies control the scope for permitted service to be provided by the bearer layer, or does it override the policies from the bearer layer? For example, does the PCF control the maximum allowed DSCP (similarly to the control of the maximum traffic class), or does it define the specific DSCP to be applied?

Discussion

Pre-Release 5, policies for PDP Context based QoS configured at the GGSN are limited to the QoS provided over the GPRS network (UMTS Bearer Service), based on the marking of the ‘outer’ GTP-U packet. There would be no interaction between these functions and the proposed Go-controlled Diffserv Edge Function.

In Release 5, 23.207 introduces Diffserv Edge Functions which can influence the QoS provided in the External Bearer Network by Diffserv marking of the ‘inner’ user packet.

SA2 is currently considering the exact scope of these functions, now that the control of these over Go has been removed.

Interaction between these functions and future Diffserv functions controlled over Go will require further study in SA2.

Proposed response to CN3: as above.
Proposed work for SA2: 

Clarify Diffserv Edge Function in Release 5

Define the interaction between R5 Diffserv Edge Function in the GGSN and R6 SBLP-based Diffserv Edge Functions.

Comments from CN3 (8):

If it controls the specific DSCP, then how does this policy ensure that the QoS requirements as defined from the PDP context are also met? How do you ensure compatibility between the per flow control policies and the PDP context based policies? This should further consider the aspects of access independence where the SBLP based policies are determined according to the service level, and should not be specific for the bearer service. 

Discussion:

Go controlled Diffserv functions do not influence the QoS requirements as defined from the PDP context and those will need to be met as per release 5.

It is not intended that the SBLP policies are specific to the access network type. See (1) and (5) above.

Proposed response to CN3: as above.
Proposed work for SA2: none
Comments from CN3 (9):

The QoS characteristics available from the SDP are very limited. The simple bandwidth information is the only parameter that is used to authorise the rate control for the PDP context. TS 23.207 refers to the derivation of token bucket parameters, but it has not been shown yet that these can be reliably determined based on the SDP.

What are the required parameters for the traffic profile of the per IP flow control, and how are each of these parameters to be derived from the limited information in the SDP?

Discussion:

This derivation requires further study, but is considered by SA2 to be a Stage 3 matter.

It should be noted that the existing UMTS Bearer Service QoS is metered by a token bucket algorithm, and there seems to be no problem deriving the parameters for this from the SDP.

Proposed response to CN3: as above.
Proposed work for SA2: none
Comments from CN3 (11):

Other General Questions/Comments

The issues raised above are directly related to the actual development of the solution. In addition to the above, the following additional questions/concerns have been raised as to whether the function as proposed is actually the most appropriate mechanism to meet the requirements:

The only action currently proposed  for out-of-profile packets on a per IP flow basis is to discard them. Since such packets have already been transferred over the air interface (at least in the uplink direction), it is questioned whether this is the function that is actually required? It is also questioned whether other handling options such as accounting/charging have been considered?

Discussion:

Out-of-profile packets may also be re-marked, resulting in a higher likelihood of discard should they encouter congestion elsewhere. This may require clarification in the Stage 2.

This packet discard/remarking will only occur if the user exceeds the bandwidth authorised, which in turn implies that the application is not behaving as declared in the SDP (i.e. the packets are being used for a purpose different from that declared). Since overall session charging may be based on the purpose to which the bandwidth is being put, it is right to discard such packets.

As noted above (6), apportionment of UMTS Bearer Service charging to individual flows has not been raised as a requirement in SA2 as yet. Should this requirement be proposed, then CN3’s suggestion that out-of-profile packets be recorded will be considered.

Proposed response to CN3: as above.
Proposed work for SA2: Clarification of the handling of out of profile packets.
Comments from CN3 (12):

It is questioned whether the dynamic configuration of the DiffServ marking function by the PCF brings real additional benefits compared to existing operator configuration to mark the packets using operator configuration rules. For example, what is the benefit in re-marking and potentially downgrading the QoS of an IP flow, which was been already treated with higher QoS at the UMTS bearer level. Otherwise, if it has been given lower QoS over the radio, what would be the actual benefit on the end-to-end QoS of using a higher QoS across the backbone.

Discussion:

Existing operator configuration based on standard capabilities concerns only the UMTS Bearer Service and not the end-to-end QoS.

It is recognised that mechanisms may exist (presently proprietary) to support end-to-end QoS based on configuration at the GGSN. The support of such mechanisms (although not the details) is a requirement of Release 5 (23.207).

These mechanisms cannot, however, take account of service-specific policies, or apply policies at the level of individual IP flows within a PDP Context, which is the intention of the SBLP based mechanism.

For QoS parameters such as bandwidth, clearly the end-to-end value is set by the smallest ‘bottle-neck’. However for other metrics the effect may be additive, in which case the value on each network segment is significant. It is therefore appropriate to pay attention to the QoS on each network segment, not just the radio.

Proposed response to CN3: as above.
Proposed work for SA2: none
Comments from CN3 (13):

Furthermore, the control of misbehaving IP flows inside one PDP context was identified as the major gain of this functionality. However, it is noted that when multiple flows are aggregated over a bandwidth constrained PDP context, even correctly behaving flows can interact unless they are properly managed by the UE, and a dedicated PDP context would provide sufficient control over a flow. It is thus questioned what are the actual control requirements for different session/media scenarios from which the specific solution requirements are derived. 

Discussion:

It is not clear what type of interaction between flows is meant here ? Further clarification is required.

It should be noted that the application can be assumed to generate packets according to the media type/codec it has declared in the SDP. Multiplexing of packets related to multiple flows may inject jitter into each packet flow, and this should be accounted for in the setting of the token bucket parameters by which the flows are policed. As noted in (9) this is considered by SA2 as a Stage 3 matter.

Proposed response to CN3: as above.
Proposed work for SA2: none
3
Conclusion

As noted above, clarifications can be provided to most of CN3’s points. It is proposed to send a liaison to CN3 with the clarifications above.

The following items were identified as requiring further study in SA2:

· Clarify the distinction in 23.207 between the Diffserv Edge Functions operating at the IP Bearer Service level, and QoS functions (potentially Diffserv) used in the UMTS Bearer Service to ensure the 23.107 UMTS QoS is met over Gn/Gp.

· Clarify the rel5 static Diffserv functions

· Definition of the interaction between R5 Diffserv Edge Function in the GGSN and R6 SBLP-based Diffserv Edge Functions.
· Clarify the options for handling of out-of-profile packets.
It is proposed to clarify the rel5 item as per S2-022903.

It is proposed to study the rel6 items under the Work Item proposed in S2-022905.
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