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This document provides updates to MBMS Architecture Option G in TR 23.846 V.1.1.1 agreed after SA2 #26.

In summary the following modifications/additions are included: -

1. Update flows with current working assumption for Iu-Flex, as described in 6.10.2 of TR23.846.  Affected clauses: 7.7.3.1,  7.7.3.2,  7.7.4  &  7.7.10

2. Clarifications to service activation flows.  Affected clause 7.7.1

3. Addition Multicast Bearer set-up with simultaneous join.  Affected clause 7.7.3.3

4. Addition of text to section 7.7.6 on Interfaces to External Media Sources

7.7 Option G

This architecture is designed to try to meet the demands of popular and dynamic point-to-multipoint services whilst considering efficient network resource usage and minimising the impact on existing procedures.

This option proposes a solution that ensures that data paths are only established to RNCs and SGSNs that have multicast users located in them. This option includes a signalling mechanism for users wishing to join and leave MBMS multicast groups. 

A common MBMS bearer path establishment procedure is used to set up point-to-multipoint RABs for both broadcast and multicast MBMS services. However, a combined procedure to show simultaneous join and bearer establishment is also included. The MBMS Multicast service is distinguished by the use of an activation procedure based on IP Multicast protocols, which brings more alignment with the Internet model and hence faster service creation.

MBMS broadcast services are also supported.

Iu flex current working assumption is where the RNC is permitted to receive multiple streams. It then makes decision to take only one of the streams.  Other solutions for the support of Iu Flex are not precluded


7.7.1  MBMS Multicast Service Activation


MBMS multicast activation is a procedure where the user signals the address of the multicast service he wishes to join. 

In this architecture, a standard procedure first establishes a best effort PDP context activation on a per user basis. This procedure is used to identify the multicast service at a high level, e.g. APN pointing to a Sports service. In addition, this best effort PDP context is used by the UE to send an IGMP message to join MBMS multicast groups as and when MBMS multicast services become available, e.g. football or tennis clips. This method of activation does not require repeated PDP context activation signalling every time individual services are activated.

In the case of IPv6, the appropriate equivalent protocol to IGMP (MLD) would be used.

Figure 40 shows a standard procedure for the establishment of a best-effort PDP context. The multicast group “join” command uses standard IETF message frame and no modifications to the Internet Protocol are proposed.
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Figure 40: Activation of an MBMS multicast service 





1 . Step 1 is a standard procedure for best-effort PDP context activation signalling. The UE sends a user-specific best-effort PDP Context Activation request to the SGSN with a multicast APN. This step establishes a UE-specific MBMS context at APN level. I.e. providing service identity according to a specific GGSN/BM-SC.

SGSN performs normal service level subscription verification. 

Note that the following message is only sent when users wish to join a group as and when services become available.
2. An IGMP frame is sent over the bearer path towards the GGSN. This message carries the IP multicast address which identifies the MBMS multicast service the user wishes to join. The GGSN picks up the join request and completes the MBMS Context for that UE. Additionally, the GGSN can verify the user’s subscription using RADIUS/Diameter.
3. The GGSN informs the SGSN about the user join to the multicast service using the GTP activation notification.  The SGSN creates an MBMS context for the UE. The SGSN forms an association between the “MBMS data notification” and the MBMS PDP context

4. The SGSN informs the RNC about the user join to the multicast service.  The RNC creates an MBMS specific context for the UE.  When a user joins mid-stream and the multicast bearer already exist over Iu, the activation command carries the information about this stream to allow the RNC to link the user to this bearer.  Note that this message is the RANAP RAB assignment message with appropriate IEs.   The message name in the flow has been chosen for clarification of the purpose of the message.
7.7.2
MBMS Broadcast Service activation

The reception of MBMS Broadcast services is initiated by user selection of an MBMS broadcast channel identifier on the UE. Therefore there is no explicit activation signalling of MBMS broadcast services from the UE to the network since the network has no knowledge of the user. The MBMS broadcast service is “activated” in the network upon reception of MBMS broadcast data by the GGSN.  The bearer path in the network is established in the same manner as the bearer path for MBMS multicast mode (see section below).  

7.7.3
MBMS broadcast & multicast bearer path set-up

MBMS RABs are set up when data is available to the GGSN either from the BM-SC or 3rd party content source. MBMS data path set-up is described in figure 2. This procedure is common for both MBMS broadcast and MBMS multicast services however for MBMS multicast, notification is only sent to SGSNs where users are registered. Also there are differences across the air-interface between MBMS broadcast and MBMS multicast. These are not shown as they are outside the scope of SA2.

If Iu-flex is configured, then SGSNs are not necessarily defined by geographical area. This is important in the case of MBMS broadcast. 


7.7.3.1 MBMS Bearer path set-up with Iu-Flex 
Iu-flex is handled and supported in line with sub-section 6.10.2.
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Figure 41: MBMS Bearer Path set-up with Iu-Flex configured



1. MBMS data or notification of data is sent from the data source, (BM-SC or 3rd party content provider) to the GGSN. In the case of MBMS broadcast mode, this could be scheduled broadcast data.

2. The GGSN sends a “MBMS Data_Notification” to all SGSNs for MBMS broadcast or only to those SGSNs where MBMS multicast users are registered for MBMS multicast. This message would include the multicast service identity (TMGI) and QoS information, (see 7.7.10) 
3. SGSN creates GTP tunnel to the GGSN.
4. The SGSN also sets up RAB to the RNC. The RAB request is sent over a common control channel over Iu.. The RNC forms an association between user contexts and the MBMS RAB. The RNC picks one of the RAB flows for data to be sent over the air.

5. 
6. 
7. 
8. 
9. 
10. Multicast MBMS data is tunnelled down to the RNC from the GGSN. 
7.7.3.2 MBMS Bearer path set-up when Iu-Flex is not configured
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Figure 42: MBMS Bearer Path set-up when  Iu-Flex is not configured
1. MBMS data or notification of data is sent from the data source, (BM-SC or 3rd party content provider) to the GGSN. In the case of MBMS broadcast mode, this could be scheduled broadcast data.
2. The GGSN sends a “MBMS Data_Notification” to all SGSNs for MBMS broadcast or only to those SGSNs where MBMS multicast users are registered for MBMS multicast. This message would include the multicast service identity (TMGI) and QoS information, (see 7.7.10)

3. SGSN creates GTP tunnel to the GGSN
4. The SGSN also sets up RAB to the RNC. The RAB request is sent over a common control channel over Iu. The RNC forms an association between user contexts and the MBMS RAB.
5. Multicast MBMS data is tunnelled down to the RNC from the GGSN
7.7.3.3 Multicast Bearer path set-up with simultaneous join

Figure 43 shows a simultaneous multicast join and bearer path set up procedure..  This may be used where data is available immediately after the notification; for example where each video clip is in itself a session (i.e. each video clip would require a separate join command).
In this example Iu-Flex is not configured.

[image: image6.wmf] 

GGSN

 

 1.Best effort PDP Context activation

 

SGSN

 

RNC

 

UE

 

 

2. IGMP Message Frame (Join)

 

3. MBMS Activation_Notification

 

 

5 RAB Assignment

 

 6. MBMS Data

 

4. GTP tunnel   

creation

 


Figure 43: Multicast bearer set-up simultaneous with user join
1.
The UE sends a user-specific best-effort PDP Context Activation request to the SGSN with a multicast APN. This step establishes a UE-specific MBMS context at APN level. I.e. providing service identity according to a specific GGSN/BM-SC.

SGSN performs normal service level subscription verification.
2. An IGMP frame is sent over the bearer path towards the GGSN. This message carries the IP multicast address which identifies the MBMS multicast service the user wishes to join. The GGSN picks up the join request and completes the MBMS Context for that UE. Additionally, the GGSN can verify the user’s subscription using RADIUS/Diameter.
3. The GGSN sends a “MBMS Activation_Notification” to the SGSN where the MBMS multicast user is registered. This message would include the multicast service identity (TMGI) and QoS information (see 7.6.10).  This notification message also indicates that data is available immediately.
4. The data availablity indication to the SGSN triggers the creation of the GTP tunnel to the GGSN.
5. The SGSN sets up a RAB to the RNC.   If in the case of MBMS multicast the RNC is already receiving data for the particular service, then it joins the user to the group The RAB request is sent over a common MBMS control channel over Iu.  The RNC forms an association between user contexts and the MBMS RAB.
6. Multicast MBMS data is tunnelled down to the RNC from the GGSN
7.7.4 Service Continuity and Mobility

In this architecture, the SGSN and RAN track multicast users using existing mobility management mechanisms but with small extensions for multicast users.

The following three scenarios are taken from TS23.060 where relocation procedures take into account Iur and user state. The full text from TS23.060 is used and the MBMS specific additions are highlighted in bold. No other changes are proposed to the procedures.

7.7.4.1 Serving RNS Relocation Procedures

The Serving SRNS Relocation procedure is illustrated in Figure 44. The sequence is valid for both intra-SGSN SRNS relocation and inter-SGSN SRNS relocation.
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Figure 44: Serving SRNS Relocation Procedure

1)
The source SRNC decides to perform/initiate SRNS relocation. At this point both uplink and downlink user data flows via the following tunnel(s): Radio Bearer between MS and source SRNC (data flows via the target RNC, which acts as a drift RNC); GTP-U tunnel(s) between source SRNC and old-SGSN; GTP-U tunnel(s) between old-SGSN and GGSN.

2)
The source SRNC sends a Relocation Required message (Relocation Type, Cause, Source ID, Target ID, Source RNC to target RNC transparent container) to the old SGSN. The source SRNC shall set the Relocation Type to "UE not involved". The Source SRNC to Target RNC Transparent Container includes the necessary information for Relocation co-ordination, security functionality and RRC protocol context information (including MS Capabilities).

3)
The old SGSN determines from the Target ID if the SRNS Relocation is intra-SGSN SRNS relocation or inter-SGSN SRNS relocation. In case of inter-SGSN SRNS relocation, the old SGSN initiates the relocation resource allocation procedure by sending a Forward Relocation Request message (IMSI, Tunnel Endpoint Identifier Signalling, MM Context, PDP Context MBMS PDP context) Target Identification, UTRAN transparent container, RANAP Cause) to the new SGSN. PDP context contains GGSN Address for User Plane and Uplink TEID for Data (to this GGSN Address and Uplink TEID for Data, the old SGSN and the new SGSN send uplink packets).  At the same time a timer is started on the MM and PDP contexts in the old SGSN (see the Routeing Area Update procedure in subclause "Location Management Procedures (UMTS only)"). The Forward Relocation Request message is applicable only in the case of inter-SGSN SRNS relocation.

4)
The new SGSN sends a Relocation Request message (Permanent NAS UE Identity, Cause, CN Domain Indicator, Source RNC to target RNC transparent container, RABs to be setup including multicast MBMS RABs) to the target RNC.  Only the Iu Bearers of the RABs are setup between the target RNC and the new-SGSN as the existing Radio Bearers will be reallocated between the MS and the target RNC when the target RNC takes the role of the serving RNC. For each requested RAB, the RABs to be setup information elements shall contain information such as RAB ID, RAB parameters, Transport Layer Address, and Iu Transport Association. The RAB ID information element contains the NSAPI value, and the RAB parameters information element gives the QoS profile. The Transport Layer Address is the SGSN Address for user data, and the Iu Transport Association corresponds to the uplink Tunnel Endpoint Identifier Data. After all necessary resources for accepted RABs including the Iu user plane are successfully allocated; the target RNC shall send the Relocation Request Acknowledge message (RABs setup, RABs failed to setup) to the new SGSN. Each RAB to be setup is defined by a Transport Layer Address, which is the target RNC Address for user data, and an Iu Transport Association, which corresponds to the downlink Tunnel Endpoint Identifier for user data. The target RNC may be set-up to simultaneously receive for each RAB downlink user packets both from the source SRNC and from the new SGSN.

After the new SGSN receives the Relocation Request Acknowledge message, the GTP-U tunnels are established between the target RNC and the new-SGSN.



5)
When resources for the transmission of user data between the target RNC and the new SGSN have been allocated and the new SGSN is ready for relocation of SRNS, the Forward Relocation Response message (Cause, RANAP Cause, and RAB Setup Information) is sent from the new SGSN to old SGSN. This message indicates that the target RNC is ready to receive from source SRNC the forwarded downlink PDUs, i.e. the relocation resource allocation procedure is terminated successfully. RANAP Cause is information from the target RNC to be forwarded to the source SRNC. The RAB Setup Information, one information element for each RAB, contains the RNC Tunnel Endpoint Identifier and the RNC IP address for data forwarding from the source SRNC to the target RNC. If the target RNC or the new SGSN failed to allocate resources, the RAB Setup Information element contains only NSAPI indicating that the source SRNC shall release the resources associated with the NSAPI. The Forward Relocation Response message is applicable only in case of inter-SGSN SRNS relocation.
6)
The old SGSN continues the relocation of SRNS by sending a Relocation Command message (RABs to be released, and RABs subject to data forwarding) to the source SRNC. The old SGSN decides the RABs to be subject for data forwarding based on QoS, and those RABs shall be contained in RABs subject to data forwarding. For each RAB subject to data forwarding, the information element shall contain RAB ID, Transport Layer Address, and Iu Transport Association. These are the same Transport Layer Address and Iu Transport Association that the target RNC had sent to new SGSN in Relocation Request Acknowledge message, and these are used for forwarding of downlink N-PDU from source SRNC to target RNC. The source SRNC is now ready to forward downlink user data directly to the target RNC over the Iu interface. This forwarding is performed for downlink user data only.

7)
Upon reception of the Relocation Command message from the PS domain, the source SRNC shall start the data-forwarding timer. Note: 
The order of steps, starting from step 7 onwards, does not necessarily reflect the order of events. For instance, source RNC may starts data forwarding (step 7) and send Relocation Commit message (step 8) almost simultaneously except in the delivery order required case where step 7 triggers step 8. Target RNC may send Relocation Detect message (step 9) and UTRAN Mobility Information message (step 10) at the same time. Hence, target RNC may receive UTRAN Mobility Information Confirm message (step 10) while data forwarding (step 7) is still underway, and before the new SGSN receives Update PDP Context Response message (step 11).

When the source SRNC is ready, the source SRNC shall trigger the execution of relocation of SRNS by sending a Relocation Commit message (SRNS Contexts) to the target RNC over the Iur interface. The purpose of this procedure is to transfer SRNS contexts from the source RNC to the target RNC, and to move the SRNS role from the source RNC to the target RNC. SRNS contexts are sent for each concerned RAB and contain the sequence numbers of the GTP-U PDUs next to be transmitted in the uplink and downlink directions and the next PDCP sequence numbers that would have been used to send and receive data from the MS. For PDP context(s) using delivery order not required (QoS profile), the sequence numbers of the GTP-U PDUs next to be transmitted are not used by the target RNC. PDCP sequence numbers are only sent by the source RNCused when for radio bearers which used lossless SRNS relocation is configured for PDCP [57]. The use of lossless PDCP is selected by the RNC when the radio bearer is set up or reconfigured.
If delivery order is required (QoS profile), consecutive GTP-PDU sequence numbering shall be maintained throughout the lifetime of the PDP context(s). Therefore, during the entire SRNS relocation procedure for the PDP context(s) using delivery order required (QoS profile), the responsible GTP-U entities (RNCs and GGSN) shall assign consecutive GTP-PDU sequence numbers to user packets belonging to the same PDP context for uplink and downlink respectively

Before sending the Relocation Commit uplink and downlink data transfer in the source, SRNC shall be suspended for RABs, which require maintaining the delivery order.

8)
The source RNC begins the forwarding of data for the RABs to be subject for data forwarding. The data forwarding at SRNS relocation shall be carried out through the Iu interface, meaning that the GTP-U PDUs, which are exchanged between the source RNC and the target RNC, are duplicated in the source RNC and routed at IP layer towards the target RNC. For each radio bearer which uses lossless PDCP the GTP-U PDUs corresponding to transmitted but not yet acknowledged PDCP PDUs are duplicated and routed at IP layer towards the target RNC together with their related downlink PDCP sequence numbers.

9)
The target RNC shall send a Relocation Detect message to the new SGSN when the relocation execution trigger is received. For SRNS relocation type "UE not involved", the relocation execution trigger is the reception of the Relocation Commit message from the Iur interface. When the Relocation Detect message is sent, the target RNC shall start SRNC operation.

10)
The target SRNC sends a UTRAN Mobility Information message. This message contains UE information elements and CN information elements. The UE information elements include among others new SRNC identity and S‑RNTI. The CN information elements contain among others Location Area Identification and Routeing Area Identification. The procedure shall be co-ordinated in all Iu signalling connections existing for the MS.

The target SRNC establishes and/or restarts the RLC, and exchanges the PDCP sequence numbers (PDCP‑SNU, PDCP‑SND) between the target SRNC and the MS. PDCP‑SND is the PDCP sequence number for the next expected in-sequence downlink packet to be received in the MS per radio bearer, which uses lossless PDCP in the source RNC. PDCP‑SND confirms all mobile-terminated packets successfully transferred before the SRNC relocation. If PDCP‑SND confirms reception of packets that were forwarded from the source SRNC, the target SRNC shall discard these packets. PDCP‑SNU is the PDCP sequence number for the next expected in-sequence uplink packet to be received in the RNC per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SNU confirms all mobile originated packets successfully transferred before the SRNC relocation. If PDCP‑SNU confirms reception of packets that were received in the source SRNC, the MS shall discard these packets.

Upon reception of the UTRAN Mobility Information message the MS may start sending uplink user data to the target SRNC. When the MS has reconfigured itself, it sends the UTRAN Mobility Information Confirm message to the target SRNC. This indicates that the MS is also ready to receive downlink data from the target SRNC.

If the new SGSN has already received the Update PDP Context Response message from the GGSN, it shall forward the uplink user data to GGSN over this new GTP-U tunnel. Otherwise, the new SGSN shall forward the uplink user data to that GGSN IP address and TEID(s), which the new SGSN had received earlier by the Forward Relocation Request message.

11)
Upon receipt of the Relocation Detect message, the CN may switch the user plane from source RNC to target SRNC. If the SRNS Relocation is an inter SGSN SRNS relocation, the new SGSN sends Update PDP Context Request messages (new SGSN Address, SGSN Tunnel Endpoint Identifier, QoS Negotiated) to the GGSNs concerned. The GGSNs update their PDP context fields and return an Update PDP Context Response (GGSN Tunnel Endpoint Identifier).

12)
When the target SRNC receives the UTRAN Mobility Information Confirm message, i.e. the new SRNC-ID + S‑RNTI are successfully exchanged with the MS by the radio protocols, the target SRNC shall initiate the Relocation Complete procedure by sending the Relocation Complete message to the new SGSN. The purpose of the Relocation Complete procedure is to indicate by the target SRNC the completion of the relocation of the SRNS to the CN. If the user plane has not been switched at Relocation Detect and upon reception of Relocation Complete, the CN shall switch the user plane from source RNC to target SRNC. If the SRNS Relocation is an inter-SGSN SRNS relocation, the new SGSN shall signal to the old SGSN the completion of the SRNS relocation procedure by sending a Forward Relocation Complete message.

13)
Upon receiving the Relocation Complete message or if it is an inter-SGSN SRNS relocation; the Forward Relocation Complete message, the old SGSN sends an Iu Release Command message to the source RNC. When the RNC data-forwarding timer has expired the source RNC responds with an Iu Release Complete.

14)
After the MS has finished the RNTI reallocation procedure and if the new Routeing Area Identification is different from the old one, the MS initiates the Routeing Area Update procedure. See subclause "Location Management Procedures (UMTS only)". Note that it is only a subset of the RA update procedure that is performed, since the MS is in PMM‑CONNECTED mode.

CAMEL procedure calls shall be performed, see referenced procedures in 3G TS 23.078:

C1)
CAMEL_GPRS_PDP_Context_Disconnection and CAMEL_GPRS_Detach. 

They are called in the following order:

· The CAMEL_GPRS_PDP_Context_Disconnection procedure is called several times: once per PDP context. The procedure returns as result "Continue".

· Then the CAMEL_GPRS_Detach procedure is called once. The procedure returns as result ""Continue"".

C2)
CAMEL_GPRS_Routeing_Area_Update_Session.

The procedure returns as result "Continue". 

C3)
CAMEL_GPRS_Routeing_Area_Update_Context.

This procedure is called several times: once per PDP context. It returns as result "Continue". 

For C2 and C3: refer to Routing Area Update procedure description for detailed message flow.

7.7.4.2 Combined Hard Handover and SRNS Relocation Procedure

This procedure is only performed for an MS/UE in PMM‑CONNECTED state in case the Iur interface is not available.
The Combined Hard Handover and SRNS Relocation procedure for the PS domain is illustrated in Figure 45. The sequence is valid for both intra-SGSN SRNS relocation and inter-SGSN SRNS relocation.
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Figure45: Combined Hard Handover and SRNS Relocation Procedure

1)
Based on measurement results and knowledge of the UTRAN topology, the source SRNC decides to initiate a combined hard handover and SRNS relocation. At this point both uplink and downlink user data flows via the following tunnel(s): Radio Bearer between the MS and the source SRNC (no drift RNC available); GTP-U tunnel(s) between the source SRNC and the old SGSN; GTP-U tunnel(s) between the old SGSN and the GGSN.

2)
The source SRNC sends a Relocation Required message (Relocation Type, Cause, Source ID, Target ID, Source RNC To Target RNC Transparent Container) to the old SGSN. The source SRNC shall set Relocation Type to "UE Involved". Source RNC To Target RNC Transparent Container includes the necessary information for relocation co‑ordination, security functionality and RRC protocol context information (including MS Capabilities).

3)
The old SGSN determines from the Target ID if the SRNS relocation is intra-SGSN SRNS relocation or inter-SGSN SRNS relocation. In case of inter-SGSN SRNS relocation the old SGSN initiates the relocation resource allocation procedure by sending a Forward Relocation Request message (IMSI, Tunnel Endpoint Identifier Signalling, MM Context, PDP Context MBMS PDP context), Target Identification, UTRAN Transparent Container, RANAP Cause) to the new SGSN. PDP context contains GGSN Address for User Plane and Uplink TEID for Data (to this GGSN Address and Uplink TEID for Data, the old SGSN and the new SGSN send uplink packets). At the same time a timer is started on the MM and PDP contexts in the old SGSN (see Routeing Area Update procedure in subclause "Location Management Procedures (UMTS only)"). The Forward Relocation Request message is applicable only in case of inter-SGSN SRNS relocation

4)
The new SGSN sends a Relocation Request message (Permanent NAS UE Identity, Cause, CN Domain Indicator, Source RNC To Target RNC Transparent Container, RABs To Be Setup including MBMS multicast RABs) to the target RNC. For each requested RAB, RABs To Be Setup shall contain information such as RAB ID, RAB parameters, Transport Layer Address, and Iu Transport Association. The RAB ID information element contains the NSAPI value, and the RAB parameters information element gives the QoS profile. The Transport Layer Address is the SGSN Address for user data, and the Iu Transport Association corresponds to the uplink Tunnel Endpoint Identifier Data.


After all the necessary resources for accepted RABs including the Iu user plane are successfully allocated, the target RNC shall send the Relocation Request Acknowledge message (Target RNC To Source RNC Transparent Container, RABs Setup, RABs Failed To Setup) to the new SGSN. Each RAB to be setup is defined by a Transport Layer Address, which is the target RNC Address for user data, and the Iu Transport Association, which corresponds to the down-link Tunnel Endpoint Identifier for user data. The transparent container contains all radio-related information that the MS needs for the handover, i.e., a complete RRC message (e.g., Physical Channel Reconfiguration) to be sent transparently via CN and source SRNC to the MS. The target RNC may for each RAB to be set up receive simultaneously downlink user packets both from the source SRNC and from the new SGSN.

After the new SGSN receives the Relocation Request Acknowledge message, the GTP-U tunnel(s) are established between the target RNC and the new SGSN. However at this point, the target RNC has not yet established the Radio Bearer(s) with the MS yet.



5)
When resources for the transmission of user data between target RNC and new SGSN have been allocated and the new SGSN is ready for relocation of SRNS, the Forward Relocation Response (Cause, UTRAN Transparent Container, RANAP Cause, Target RNC Information) message is sent from the new SGSN to the old SGSN. This message indicates that the target RNC is ready to receive from source SRNC the forwarded downlink PDUs, i.e., the relocation resource allocation procedure is terminated successfully. UTRAN transparent container and RANAP Cause are information from the target RNC to be forwarded to the source SRNC. The Target RNC Information, one information element for each RAB to be set up, contains the RNC Tunnel Endpoint Identifier and RNC IP address for data forwarding from the source SRNC to the target RNC. The Forward Relocation Response message is applicable only in case of inter-SGSN SRNS relocation.
6) The old SGSN continues the relocation of SRNS by sending a Relocation Command message (Target RNC To Source RNC Transparent Container, RABs To Be Released, RABs Subject To Data Forwarding) to the source SRNC. The old SGSN decides the RABs to be subject for data forwarding based on QoS, and those RABs shall be contained in RABs subject to data forwarding. For each RAB subject to data forwarding, the information element shall contain RAB ID, Transport Layer Address, and Iu Transport Association. These are the same Transport Layer Address and Iu Transport Association that the target RNC had sent to new SGSN in Relocation Request Acknowledge message, and these are used for forwarding of downlink N‑PDU from the source SRNC to the target RNC. The source SRNC is now ready to forward downlink user data directly to the target RNC over the Iu interface. This forwarding is performed for downlink user data only.
7) Upon reception of the Relocation Command message from the PS domain, the source RNC shall start the data-forwarding timer.
Note: 
The order of steps, starting from step 7 onwards, does not necessarily reflect the order of events. For instance, source RNC may send RRC message to MS (step 7), Forward SRNS Context message to the old SGSN (step 8) and starts data forwarding (step 9) almost simultaneously.
When the source SRNC is ready, the source RNC shall trigger the execution of relocation of SRNS by sending to the MS the RRC message provided in the Target RNC to source RNC transparent container, e.g., a Physical Channel Reconfiguration (UE Information Elements, CN Information Elements) message. UE Information Elements include among others new SRNC identity and S‑RNTI. CN Information Elements contain among others Location Area Identification and Routeing Area Identification. 
Before the RRC message is sent (e.g, Physical Channel Reconfiguration) uplink and downlink data transfer in the source RNC shall be suspended for RABs which require to maintain the delivery order. 

When the MS has reconfigured it self, it sends e.g., a Physical Channel Reconfiguration Complete message to the target SRNC. If the Forward SRNS Context message with the sequence numbers is received, the exchange of packets with the MS may start. If this message is not yet received, the target RNC may start the packet transfer for all RABs, which do not require maintaining the delivery order.
8)
The source SRNC continues the execution of relocation of SRNS by sending a Forward SRNS Context (RAB Contexts) message to the target RNC via the old and the new SGSN, which is acknowledged by a Forward SRNS Context Acknowledge message. The purpose of this procedure is to transfer SRNS contexts from the source RNC to the target RNC, and to move the SRNS role from the source RNC to the target RNC. SRNS contexts are sent for each concerned RAB and contain the sequence numbers of the GTP PDUs next to be transmitted in the uplink and downlink directions and the next PDCP sequence numbers that would have been used to send and receive data from the MS. PDCP sequence numbers are sent by the source RNC for the radio bearers which used lossless PDCP [57]. The use of lossless PDCP is selected by the RNC when the radio bearer is set up or reconfigured. For PDP context(s) using delivery order not required (QoS profile), the sequence numbers of the GTP-PDUs next to be transmitted are not used by the target RNC.

      If delivery order is required (QoS profile), consecutive GTP-PDU sequence numbering shall be maintained throughout the lifetime of the PDP context(s). Therefore, during the entire SRNS relocation procedure for the PDP context(s) using delivery order required (QoS profile), the responsible GTP-U entities (RNCs and GGSN) shall assign consecutive GTP-PDU sequence numbers to user packets belonging to the same PDP context for uplink and downlink, respectively.
      The target RNC establishes and/or restarts the RLC and exchanges the PDCP sequence numbers (PDCP‑SNU, PDCP‑SND) between the target RNC and the MS. PDCP‑SND is the PDCP sequence number for the next expected in-sequence downlink packet to be received in the MS per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SND confirms all mobile terminated packets successfully transferred before the SRNC relocation. If PDCP‑SND confirms reception of packets that were forwarded from the source SRNC, then the target RNC shall discard these packets. PDCP‑SNU is the PDCP sequence number for the next expected in-sequence uplink packet to be received in the RNC per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SNU confirms all mobile originated packets successfully transferred before the SRNC relocation. If PDCP‑SNU confirms reception of packets that were received in the source RNC, the MS shall discard these packets.

9)
The source RNC begins the forwarding of data for the RABs to be subject for data forwarding. The data forwarding at SRNS relocation shall be carried out through the Iu interface, meaning that the data exchanged between the source RNC and the target RNC are duplicated in the source RNC and routed at the IP layer towards the target RNC. For each radio bearer using lossless PDCP, the GTP-PDUs corresponding to transmitted but not yet acknowledged PDCP-PDUs are duplicated and routed at IP layer towards the target RNC together with the corresponding downlink PDCP sequence numbers.

10)
The target RNC shall send a Relocation Detect message to the new SGSN when the relocation execution trigger is received. For SRNS relocation type "UE Involved", the relocation execution trigger may be received from the Uu interface; i.e., when target RNC detects the MS on the lower layers. When the Relocation Detect message is sent, the target RNC shall start SRNC operation.

11)
Upon reception of the Relocation Detect message, the CN may switch the user plane from the source RNC to the target SRNC. If the SRNS relocation is an inter-SGSN SRNS relocation, the new SGSN sends an Update PDP Context Request (New SGSN Address, SGSN Tunnel Endpoint Identifier, QoS Negotiated) message to the GGSNs concerned. The GGSNs update their PDP context fields and return an Update PDP Context Response (GGSN Tunnel Endpoint Identifier) message.

12)
When the target SRNC receives the Physical Channel Reconfiguration Complete message or the Radio Bearer Release Complete message, i.e. the new SRNC‑ID + S‑RNTI are successfully exchanged with the MS by the radio protocols, the target SRNC shall initiate a Relocation Complete procedure by sending the Relocation Complete message to the new SGSN. The purpose of the Relocation Complete procedure is to indicate by the target SRNC the completion of the relocation of the SRNS to the CN. If the user plane has not been switched at Relocation Detect, the CN shall upon reception of Relocation Complete switch the user plane from source RNC to target SRNC. If the SRNS Relocation is an inter-SGSN SRNS relocation, the new SGSN signals to the old SGSN the completion of the SRNS relocation procedure by sending a Forward Relocation Complete message.

13)
Upon receiving the Relocation Complete message or if it is an inter-SGSN SRNS relocation, the Forward Relocation Complete message, the old SGSN sends an Iu Release Command message to the source RNC. When the RNC data-forwarding timer has expired, the source RNC responds with an Iu Release Complete message.

14)
After the MS has finished the reconfiguration procedure and if the new Routeing Area Identification is different from the old one, the MS initiates the Routeing Area Update procedure. See subclause "Location Management Procedures (UMTS only)". Note that it is only a subset of the RA update procedure that is performed, since the MS is in PMM‑CONNECTED state.

CAMEL procedure calls shall be performed, see referenced procedures in 3G TS 23.078:

C1)
CAMEL_GPRS_PDP_Context_Disconnection and CAMEL_GPRS_Detach 

They are called in the following order:

· The CAMEL_GPRS_PDP_Context_Disconnection procedure is called several times: once per PDP context. The procedure returns as result "Continue".

· Then the CAMEL_GPRS_Detach procedure is called once. The procedure returns as result "Continue".

C2)
CAMEL_GPRS_Routeing_Area_Update_Session.

In Error! Reference source not found., the procedure returns as result "Continue". 

C3)
CAMEL_GPRS_Routeing_Area_Update_Context.

This procedure is called several times: once per PDP context. It returns as result "Continue". 

For C2 and C3: refer to Routing Area Update procedure description for detailed message flow.

7.7.4.3 Combined Cell / URA Update and SRNS Relocation Procedure

This procedure is only performed for an MS/UE in PMM‑CONNECTED state, where the Iur interface carries control signalling but no user data.

The Combined Cell / URA Update and SRNS Relocation procedure is used to move the UTRAN to CN connection point at the UTRAN side from the source SRNC to the target RNC, while performing a cell re-selection in the UTRAN. In the procedure, the Iu links are relocated. If the target RNC is connected to the same SGSN as the source SRNC, an Intra-SGSN SRNS Relocation procedure is performed. If the routeing area is changed, this procedure is followed by an Intra-SGSN Routeing Area Update procedure. The SGSN detects that it is an intra-SGSN routeing area update by noticing that it also handles the old RA. In this case, the SGSN has the necessary information about the MS and there is no need to inform the HLR about the new MS location.

Before the Combined Cell / URA Update and SRNS Relocation and the Routeing Area Update, the MS is registered in the old SGSN. The source RNC is acting as serving RNC.

After the Combined Cell / URA Update and SRNS Relocation and the Routeing Area Update, the MS is registered in the new SGSN. The MS is in state PMM‑CONNECTED towards the new SGSN, and the target RNC is acting as serving RNC.

The Combined Cell / URA Update and SRNS Relocation procedure for the PS domain is illustrated in Figure 46. The sequence is valid for both intra-SGSN SRNS relocation and inter-SGSN SRNS relocation.
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Figure 46: Combined Cell / URA Update and SRNS Relocation Procedure

1)
The MS sends a Cell Update / URA Update message to the source SRNC (if the cell is located under another RNC the message is routed via the DRNC to SRNC over the Iur). The source SRNC decides whether or not to perform a combined cell / URA update and SRNS relocation towards the target RNC. The rest of this subclause describes the case where a combined cell / URA update and SRNS relocation applies. In this case no radio bearer is established between the source SRNC and the UE. Nonetheless the following tunnel(s) are established:  GTP-U tunnel(s) between source SRNC and old-SGSN; GTP-U tunnel(s) between old-SGSN and GGSN.

2)
The source SRNC sends a Relocation Required message (Relocation Type, Cause, Source ID, Target ID, Source RNC to Target RNC Transparent Container) to the old SGSN. The source SRNC shall set Relocation Type to "UE not involved". Source RNC to Target RNC Transparent Container includes the necessary information for Relocation co-ordination, security functionality, and RRC protocol context information (including MS Capabilities). 
3)
The old SGSN determines from the Target ID if the SRNS Relocation is intra-SGSN SRNS relocation or inter-SGSN SRNS relocation. In the case of inter-SGSN SRNS relocation the old SGSN initiates the relocation resource allocation procedure by sending a Forward Relocation Request (IMSI, Tunnel Endpoint Identifier Signalling, MM Context, PDP Context including MBMS PDP context), Target Identification, UTRAN Transparent Container, RANAP Cause) message to the new SGSN.  PDP context contains GGSN Address for User Plane and Uplink TEID for Data (to this GGSN Address and Uplink TEID for Data, the old SGSN and the new SGSN send uplink packets). At the same time a timer is started on the MM and PDP contexts in the old SGSN, see Routeing Area Update procedure in subclause "Location Management Procedures (UMTS only)". The Forward Relocation Request message is applicable only in case of inter-SGSN SRNS relocation. 

4)
The new SGSN sends a Relocation Request message (Permanent NAS UE Identity, Cause, CN Domain Indicator, Source RNC to Target RNC Transparent Container, RABs To Be Setup including MBMS multicast RABs) to the target RNC. For each requested RAB, RABs To Be Setup shall contain information such as RAB ID, RAB parameters, Transport Layer Address, and Iu Transport Association. The RAB ID information element contains the NSAPI value, and the RAB parameters information element gives the QoS profile. The Transport Layer Address is the SGSN Address for user data, and the Iu Transport Association corresponds to the uplink Tunnel Endpoint Identifier Data.


After successful allocation of all necessary resources for accepted RABs including the Iu user plane, the target RNC shall send the Relocation Request Acknowledge message (RABs setup, RABs failed to setup) to the new SGSN. Each RAB to be setup is defined by a Transport Layer Address, which is the target RNC Address for user data, and an Iu Transport Association, which corresponds to the downlink Tunnel Endpoint Identifier for user data. The target-RNC may  be set up to simultaneously receive  for each RAB downlink user packets both from the source SRNC and from the new SGSN. 

After the new SGSN receives the Relocation Request Acknowledge message, the GTP-U tunnels are established between the target RNC and the new-SGSN. 



5)
When resources for the transmission of user data between the target RNC and the new SGSN have been allocated and the new SGSN is ready for relocation of SRNS, the Forward Relocation Response message (Cause, RANAP Cause, and Target RNC Information) is sent from the new SGSN to the old SGSN. This message indicates that the target RNC is ready to receive from the source SRNC the forwarded downlink packets, i.e., the relocation resource allocation procedure is terminated successfully. RANAP Cause is information from the target RNC to be forwarded to the source SRNC. The RAB Setup Information, one information element for each RAB, contains the RNC Tunnel Endpoint Identifier and RNC IP address for data forwarding from the source SRNC to the target RNC. If the target RNC or the new SGSN failed to allocate resources, the RAB Setup Information element contains only NSAPI indicating that the source SRNC shall release the resources associated with the NSAPI. The Forward Relocation Response message is applicable only in case of inter-SGSN SRNS relocation.
6)
The old SGSN continues the relocation of SRNS by sending a Relocation Command (RABs to be released, and RABs subject to data forwarding) message to the source SRNC. The old SGSN decides the RABs subject to data forwarding based on QoS, and those RABs shall be contained in RABs subject to data forwarding. For each RAB subject to data forwarding, the information element shall contain RAB ID, Transport Layer Address, and Iu Transport Association. These are the same Transport Layer Address and Iu Transport Association that the target RNC had sent to new SGSN in Relocation Request Acknowledge message, and these are used for forwarding of downlink N‑PDU from the source SRNC to the target RNC. The source SRNC is now ready to forward downlink data directly to the target RNC over the Iu interface. This forwarding is performed for downlink user data only.
7)
Upon reception of the Relocation Command message from the PS domain, the source SRNC shall start the data-forwarding timer. 

Note: 
The order of steps, starting from step 7 onwards, does not necessarily reflect the order of events. For instance, source RNC may send Relocation Commit message (step 7) and starts data forwarding (step 8) almost simultaneously. Target RNC may send Relocation Detect message (step 9) and Cell Update Confirm/URA Update Confirm message (step 10) at the same time. Hence, target RNC may receive the UTRAN Mobility Information Confirm message from MS (step 10) while data forwarding (step 8) is still underway, and before the new SGSN receives Update PDP Context Response message (step 11).

When the source SRNC is ready, the source SRNC shall trigger the execution of relocation of SRNS by sending a Relocation Commit message (SRNS Contexts) to the target RNC over the Iur interface. The purpose of this procedure is to transfer SRNS contexts from the source RNC to the target RNC, and to move the SRNS role from the source RNC to the target RNC. SRNS contexts are sent for each concerned RAB and contain the sequence numbers of the GTP‑PDUs next to be transmitted in the uplink and downlink directions and the next PDCP sequence numbers that would have been used to send and receive data from the MS. PDCP sequence numbers are only sent by the source RNC for radio bearers which used lossless PDCP [57]. The use of lossless PDCP is selected by the RNC when the radio bearer is set up or reconfigured. For PDP context(s) using delivery order not required (QoS profile), the sequence numbers of the GTP-PDUs next to be transmitted are not used by the target RNC.

If delivery order is required (QoS profile), consecutive GTP-PDU sequence numbering shall be maintained throughout the lifetime of the PDP context(s). Therefore, during the entire SRNS relocation procedure for the PDP context(s) using delivery order required (QoS profile), the responsible GTP-U entities (RNCs and GGSN) shall assign consecutive GTP-PDU sequence numbers to user packets belonging to the same PDP context for uplink and downlink respectively.

8)
The source RNC begins the forwarding of data for the RABs subject to data forwarding. The data forwarding at SRNS relocation shall be carried out through the Iu interface, meaning that the GTP-U PDUs exchanged between the source RNC and the target RNC are duplicated in the source RNC and routed at the IP layer towards the target RNC. For each radio bearer using lossless PDCP, the GTP-PDUs corresponding to transmitted but not yet acknowledged PDCP-PDUs are duplicated and routed at IP layer towards the target RNC together with the corresponding downlink PDCP sequence numbers.

9)
The target RNC shall send a Relocation Detect message to the new SGSN when the relocation execution trigger is received. For SRNS relocation type "UE not involved", the relocation execution trigger is the reception of the Relocation Commit message from the Iur interface. When the Relocation Detect message is sent, the target RNC shall start SRNC operation.

10)
The target SRNC sends a Cell Update Confirm / URA Update Confirm message. This message contains UE information elements and CN information elements. The UE information elements include among others new SRNC identity and S‑RNTI. The CN information elements contain among others Location Area Identification and Routeing Area Identification. The procedure shall be co-ordinated in all Iu signalling connections existing for the MS.

Upon reception of the Cell Update Confirm / URA Update Confirm message the MS may start sending uplink user data to the target SRNC. When the MS has reconfigured itself, it sends the UTRAN Mobility Information Confirm message to the target SRNC. This indicates that the MS is also ready to receive downlink data from the target SRNC.

If the new SGSN has already received the Update PDP Context Response message from the GGSN, it shall forward the uplink user data to the GGSN over this new GTP-U tunnel. Otherwise, the new SGSN shall forward the uplink user data to that GGSN IP address and TEID(s), which the new SGSN had received earlier by the Forward Relocation Request message.

The target SRNC and the MS exchange the PDCP sequence numbers; PDCP‑SNU and PDCP‑SND. PDCP‑SND is the PDCP sequence number for the next expected in-sequence downlink packet to be received in the MS per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SND confirms all mobile terminated packets successfully transferred before the SRNC relocation. If PDCP‑SND confirms the reception of packets that were forwarded from the source SRNC, the target SRNC shall discard these packets. PDCP‑SNU is the PDCP sequence number for the next expected in-sequence uplink packet to be received in the RNC per radio bearer, which used lossless PDCP in the source RNC. PDCP‑SNU confirms all mobile originated packets successfully transferred before the SRNC relocation. If PDCP‑SNU confirms reception of packets that were received in the source SRNC, the target SRNC shall discard these packets.

11)
Upon receipt of the Relocation Detect message, the CN may switch the user plane from the source RNC to the target SRNC. If the SRNS Relocation is an inter-SGSN SRNS relocation, the new SGSN sends Update PDP Context Request messages (new SGSN Address, SGSN Tunnel Endpoint Identifier, QoS Negotiated) to the GGSNs concerned. The GGSNs update their PDP context fields and return an Update PDP Context Response (GGSN Tunnel Endpoint Identifier) message.

12)
When the target SRNC receives the UTRAN Mobility Information Confirm message, i.e. the new SRNC‑ID + S‑RNTI are successfully exchanged with the MS by the radio protocols, the target SRNC shall initiate the Relocation Complete procedure by sending the Relocation Complete message to the new SGSN. The purpose of the Relocation Complete procedure is to indicate by the target SRNC the completion of the relocation of the SRNS to the CN. If the user plane has not been switched at Relocation Detect, the CN shall upon reception of Relocation Complete switch the user plane from the source RNC to the target SRNC. If the SRNS Relocation is an inter SGSN SRNS relocation, the new SGSN signals to the old SGSN the completion of the SRNS relocation procedure by sending a Forward Relocation Complete message.

13)
Upon receiving the Relocation Complete message or if it is an inter-SGSN SRNS relocation, the Forward Relocation Complete message, the old SGSN sends an Iu Release Command message to the source RNC. When the RNC data-forwarding timer has expired the source RNC responds with an Iu Release Complete.

14)
After the MS has finished the Cell / URA update and RNTI reallocation procedure and if the new Routeing Area Identification is different from the old one, the MS initiates the Routeing Area Update procedure. See subclause "Location Management Procedures (UMTS only)". Note that it is only a subset of the RA update procedure that is performed, since the MS is in PMM‑CONNECTED state.

CAMEL procedure calls shall be performed; see referenced procedures in 3G TS 23.078:

C1)
CAMEL_GPRS_PDP_Context_Disconnection and CAMEL_GPRS_Detach 

They are called in the following order:

· The CAMEL_GPRS_PDP_Context_Disconnection procedure is called several times: once per PDP context. The procedure returns as result "Continue".

· Then the CAMEL_GPRS_Detach procedure is called once. The procedure returns as result "Continue".

C2)
CAMEL GPRS Routeing Area Update-Session

The procedure returns as result "Continue". 

C3)
CAMEL_GPRS_Routeing_Area_Update_Context.

This procedure is called several times: once per PDP context. It returns as result "Continue". 

For C2 and C3: refer to Routing Area Update procedure description for detailed message flow.

7.7.4.4 PMM Idle 

7.7.4.4.1
Routing area update in PMM idle

No changes are required to the Routing Area Update procedures in PMM idle apart from transferring the MBMS context between SGSNs using the existing SGSN_Context_Response message specified in TS23.060.

7.7.4.4.2 
RAB set-up in PMM idle.

Core network originated paging may be required to handle UEs in PMM idle state (not Iu connected). This is required to avoid service degradation due to the delay in moving users from idle to cell connected state, if MBMS data streams contain long idle periods during transmission.

Paging of PMM idle users is triggered by data arriving at the SGSN (and for URA-PCH users by data arriving at the RNC).

To avoid data at the beginning of a session being lost whilst the UE is being paged, a “pre-amble” is sent before the “real” user data associated with the stream. This preamble could be for 2 or 3 seconds.

If the SGSN in the data path is not the SGSN the user is registered in, it may be unaware of the users receiving this service, their identity or mobility states.  

As a possible solution, paging of the entire area using a paging identifier and DRX parameters specific to the multicast group can be originated at the SGSN(s) when it receives user data without the knowledge of the users.

TMGI is already proposed as a paging identifier for multicast paging originating at the CN.  TMGI should be unique within an SGSN coverage area or within a pool area if Iu-flex is used.   Paging identifiers within the RAN may be required and is FFS.

7.7.5 Service Deactivation and Service Termination
In this section, service deactivation is split into two separate procedures. Firstly service deactivation and secondly data bearer release. For MBMS multicast service deactivation, is user-initiated and occurs either through the use of an “IGMP leave” command to that specific service or PDP context deactivation.

Service termination occurs when the MBMS data reaches the end of its transmission.. 
7.7.5.1
MBMS multicast user-initiated deactivation

7.7.5.1.1
PDP Context deactivation

This involves the standard PDP context deactivation. Normally “IGMP Leave” is expected for user-initiated deactivation, however PDP context deactivation could also occur. Bearer path release where appropriate is given in section 7.6.5.2.
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Figure 47: PDP context deactivation procedure

1. The UE sends a Deactivate PDP Context Request message to the SGSN.

2. SGSN sends a Delete PDP Context Request to the GGSN that returns a Delete PDP Context response after it removes the PDP context(s).

3. The SGSN sends a RAB release request to the RNC

4. The RNC sends a RAB release response message to the SGSN to complete the RAB release. The SGSN/RNC is aware of the multicast IGMP session associated with this PDP context and, deactivates these locally.

5.
The SGSN returns a Deactivate PDP Context Accept message to the UE.

7.7.5.1.2
MBMS Multicast Leave Procedure

The following procedure is intended to be used in MBMS multicast and involves the use of the appropriate command to remove the individual user from a particular multicast group.
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Figure 48: MBMS Multicast leave procedure

1. The UE sends an IGMP “leave” message to the GGSN. This message carries a service deactivation command for the IP address of the MBM multicast service the user wishes to join.

2. A “Deactivation Notification” message is sent from the GGSN to the SGSN to delete the multicast IP address from the MBMS context. This “Deactivation Notification” can also be initiated if the GGSN receives an “MBMS multicast session stop” request from the data source (e.g. BM-SC).

3. The SGSN sends a “Deactivation Response” message back to the GGSN 

4. The SGSN sends a “Deactivation Notification” message to the RNC. The RNC removes the user from the multicast group.

7.7.5.2 MBMS Bearer Release Procedure

The following bearer release procedure follows either through the termination of the MBMS stream by the network or through user-initiated deactivation (only for multicast mode), e.g. the last MBMS multicast user leaves a particular MBMS multicast group (either through PDP context deactivation or MBMS multicast leave request).
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Figure 49: MBMS Bearer release procedure

If the end of an MBMS transmission for multicast or broadcast data is experienced, then RAB release is initiated first by steps 1 to 3 of the following procedure:

1. Data source sends an “MBMS data stop notification” to the GGSN to indicate end of transmission

2. GGSN send a “MBMS data release notification” to the SGSN(s) serving the MBMS users

3. The SGSN(s) send “MBMS data release notification” to all RNC(s) serving MBMS users.

The following steps would follow a user initiated MBMS multicast deactivation, e.g. in figure 48 above:


4. The SGSN then notifies the GGSN identified by the APN in the MBMS context to perform GTP tunnel deletion for the multicast service

5. “RAB Release Request” is sent to the RNC serving the user(s) from the SGSN

6. “RAB Release Response” is sent from the RNC to the SGSN to release the bearer.

7.7.6 Interfaces to External Media Sources

Interfaces from the PLMN will be provided mainly to external sources of MBMS data. These external MBMS sources will be subject to at least the following: -

· Message screening (e.g. through a Firewall)

· Authentication

· Charging
· Prioritisation of content
· Scheduling information for store and forward information
Figure 50 below shows an example of some of the interfaces that could be supported.
MBMS user data is sent to the PLMN under the control of the BMSC. IP Multicast on the Gi interface is assumed.

The following is FFS: -

· The protocol for the control plane.
· OSA gateway to perform on-line charging

· Support of a GUP interface
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Figure 50: External interfaces
7.7.7 Roaming

The architecture supports roaming users without any modifications.

7.7.7.1       Services in the HPLMN

A user is the visited network must choose the GGSN in the home network to receive the home network’s MBMS multicast services.

7.7.7.2       Services in the VPLMN

Users may invoke MBMS multicast services in the visited network using the same mechanisms.

7.7.8
Security

Service security can be provided by either encryption at the application layer, under the control of the content provider / network operator, or at RNC level, or both.  The process for key distribution is FFS.

7.7.9 Charging

In addition to the charging data collected at the BM-SC, described in Clause 8, additional CDRs for multicast data will be required and created in line with the subscriber-charging model which could include the following: -

At the GGSN, based on data volume, (this supports content provider charging)

At the Default SGSN, based on data stream duration (in the case of services from the visited PLMN)

7.7.10 Quality of Service

Several solutions have been proposed to support QoS in MBMS,a couple of options are to use individual flows at a discrete QoS levels or sub-flows that make up the full QoS stream.  The flow below supports both of these possibilities. Other methods of handling QoS are not precluded.
In the description below, it is assumed that quality of service is handled by the provision of alternative flows to the GGSN for each discrete data rate available per MBMS multicast service .  Multiple flows are in turn sent to UTRAN and it is assumed that mechanisms to autonomously select and adjust the QoS on a cell-by-cell basis according to radio conditions exist in the RAN.  


In the following example in Figure 51, the flows correspond to the MBMS multicast RAB setup flows in Sub-clause 7.6.3.  The following assumptions apply:

· Only QoS aspects are shown and clarified here

· Only one service is provided in this explanation for clarity although multiple services are supported (e.g. Sport – Football goal of the month video clip)

· The Service sub flows are provided at discrete QoS levels.  e.g. data rates: A=32kbps, B=64kbps, C=128kbps

· Since Iu-Flex is deployed, RNC selects SGSN 2.
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Figure 51: MBMS QoS Aspects of Multicast RAB set-up

1.
Multicast data provided by data source to GGSN.  Service sub flows, one for each QoS level, of a given Service are provided simultaneously.  Sub flows are identified in the Service IE .  The actual level of QoS for a given Service sub flow identified in the MBMS_QoS IE e.g: 

Flow 1, Service IE= ‘Cricket at QoS A/B/C’, MBMS_QoS IE= ‘A’

Flow 2, Service IE= ‘Cricket at QoS A/B/C’, MBMS_QoS IE= ‘B’

Flow 3, Service IE= ‘Cricket at QoS A/B/C’, MBMS_QoS IE= ‘C’

2.
GGSN notifies those SGSNs with multicast users of the multicast service data availability.  Notification includes Service IE i.e. Service identifier and Service sub flows (QoS levels)

3.   SGSN creates a GTP tunnel to the GGSN  for each QoS value provided to the GGSN.
4.
Each SGSN sets up necessary RABs to the RNC. The RNC picks SGSN 2 and the appropriate QoS stream from the RAB flows. 

5. All streams are delivered to RNC by each SGSN with registered users at that RNC.





After MBMS data flows are established to users, there is the capability for the RNC to dynamically select and deselect MBMS_QoS levels due to e.g. Cell congestion.  The RNC makes decision, based on knowledge of existing flows, to forward a downgraded flow as required by the cell requiring a flow change.
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