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1. Introduction

In order to progress the MBMS work in other groups (i.e. CN and RAN) it is necessary for some key decisions to be made in the architecture discussions. Some of these key areas from an operator’s perspective are highlighted in the following sections, including the currently identified options and some discussion of the merits of each option.

It should be noted that the deciding on decisions presented within this paper would not preclude further development of the architecture solution in TS 23.846. It will allow CN and RAN groups to initiate their studies with a firm basis for discussion. Subsequently any enhancements to the architecture solution will have limited changes to the detailed solutions agreed in CN and RAN. 

2. Key Technical Areas

The sections below highlight key areas for decisions to be made, with recommendations for those decisions.

2.1 IGMP over the Air

It is not yet clear in TS 23.845 whether IGMP messages should be sent over the air, or whether some other method should be used. 

Referring to RFC2236 (IGMP v2) it can be seen that a multicast router sends out a query to all hosts to check that at least one host on this subnet is still listening to the multicast session. IGMP assumes all hosts on a subnet can hear each other, so that when the first host replies the other back off and send nothing. Provided at least one host replies the multicast router will continue to send the session to that group address on that subnet.

It would be possible to support IGMP out to the terminals. However, there are two problems with this, a) the amount of radio traffic due to regular reports and queries defined in IGMP, and b) all hosts, i.e. terminals, cannot hear each other so all will reply to a query to the all hosts group, rather than all going quiet after hearing the first response as defined in IGMP. Consequently it is proposed that the GGSN proxies the IGMP sessions for all terminals and specialised signalling is used within the 3G network.

Use of the IGMP multicast address within the session activation (i.e. PDP Context activation) to identify the session and guide the GGSN to the right source is proposed. The terminal will have learned the IGMP multicast address when it discovers the session.

This decision can and should be taken independently of the transport layer decision between GGSN and SGSN/RNC.

2.2  Service Selection

It should be defined if the network needs to differentiate between services with different APN’s or whether a single APN can be used, with the service differentiation defined by some other means (e.g. IGMP multicast address).

It seems clear that the simplest option is to utilise a globally common agreed APN name for broadcast/multicast services. The serving network can then route the session to a local access point or to the home network of the subscriber. The terminal can be programmed with a single APN, and will not need to discover or be programmed with other APN’s dynamically (e.g. for pay as you go services).

2.3 Transport Options

There are two options discussed in TS 23.846

i) a GTP based solution where the GGSN forks the data path to the appropriate SGSN’s, and similarly the SGSN’s fork the data to the appropriate RNC’s, or

ii) an IP multicast solution where multicast routers fork the data path to the appropriate SGSN/RNC

Whilst H3G believe that both options are viable solutions, it seems highly likely that in a roaming scenario there can be no guarantee that the visited network and/or transit network will support multicast capability. However, correctly designed, the GTP based solution may be more likely to work in such roaming scenarios. 

It is therefore recommended that the GTP based solution be mandated, and the IP multicast solution is left as an option that a operator may decide to deploy within their own network.

2.4 PDP Context Lifetime

The lifetime of a PDP context used for MBMS services is allied to the distribution of security keys described in section 2.5 below. However, the basic requirements will come from the service scenarios that are envisaged. The following basic service scenarios are envisaged

i) The user access a broadcast/multicast channel that is transmitted continuously and is part of the basic package available when subscribing to the general service. This would require a long lived PDP context.

ii) The user accesses a broadcast/multicast service transmitted continuously that is only available to those subscribers who have paid for the specific service. This would require a long lived PDP context.

iii) The user accesses broadcast/multicast information that is transmitted only when new information is available, and is only available to subscribers who have paid for this specific service. This would require a PDP context only for the lifetime of the transmission of the new data.

iv) The user access broadcast/multicast information that is transmitted only when new information is available, and is only available to those users who have paid an additional fee (whether they are normal multicast subscribers or not). This information may or may not be the same as that available in the other scenarios. In this case a PDP context is required only for the lifetime of the data transmission.

It is clear that there is a need for both long and short lived PDP contexts to support these service scenarios. It is also clear that, in the case of the short lived contexts there may be no incentive for a UE to remove the PDP context when data transmission is complete e.g. in the hope of picking up the next transmission which may not have been paid for. It is therefore clear that the network must ensure that short lived PDP contexts are cleared, by having a network initiated deactivation available.

Consequently  it is imperative that the SGSN/GGSN be informed when a particular transmission is complete.

2.5 Security Keys and PDP Context

In orders to receive an MBMS transmission, a UE needs to establish a PDP context. Furthermore, to be able to decrypt the transmission, the UE needs the key that is used to encrypt the transmission. During the lifetime of a  PDP context, for security or charging purposes, the keys for a particular multicast service may be changed. If a UE chooses not to update it’s keys, e.g. user chooses not to pay for a forthcoming transmission, it will not be able to decrypt the transmitted data any longer. However the network will still transmit data to the cell(s) covering the UE, which may result in a waste of network resources. Since, there is no incentive for a UE to remove the PDP context in such a scenario  H3G believe that there is a need for selective network initiated deactivation for PDP contexts to ensure efficient transmission of data by the network. 

3. Proposals

It is proposed that SA2 adopt the following decisions, and reflect the discussion in appropriate general sections of TS 23.846. Further development of architectural proposals should align the architecture with these decisions.

1. IGMP Over the Air: A decision that IGMP is not transported over the air, with the supporting text in 2.1 above should be included in 23.846.

2. Service Selection: A single globally agreed APN name for broadcast/multicast services should be recommended in 23.846 with supporting text as given in section 2.2 above.

3. Transport Options: The decision to specify a GTP based solution should be documented with the supporting text in 2.3 above included in 23.846

4. PDP Context Lifetime: The requirements for both long and short-lived contexts accessible to general and one-off subscribers, with the ability of the network to terminate PDP contexts to certain users when data transmission is complete should be captured in 23.846.

All architectures that meet these key goals should be retained in 23.846, but any not meeting these criteria need to modified or dropped. 

A harmonised architecture meeting these criteria needs to be developed. It is recommended that only one more SA2 meeting is allowed for architecture modifications, and after this architecture options should be eliminated or merged to allow the convergence to a single solution.

