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1 Introduction

This contribution discusses the architectural aspects for mobility management in a 3GPP– WLAN interworked system. It limits itself to mobility management for achieving continuous connectivity, reachability and access to services as captured in the interworking scenario #4 described in TR22.934. AAA issues are outside the current scope of this document.


2 Architectural considerations and approach

The considerations guiding the architecture of the mobility management scheme are the following: 

· WLAN networks may be 2.5/3G (WWAN) operator owned, individual WISP owned, WISP aggregator owned, pay-as-you-go networks, Enterprise owned, or Privately owned (residential WLANs). The mobility management solution should support all these WLAN network configurations.

· The architecture must evolve from conventional WWAN mobility management and must be minimally disruptive to deployed WWAN infrastructure i.e. where possible existing packet flows and mobility management schemes must be reused and any additions to make WLAN interworking possible should be overlayed.

· The architecture should be such that it must be deployable in stages i.e. not all entities that make up a WWAN network should need to evolve at the same time. Also, not all nodes should need to subscribe to the WLAN interworking scheme.

· Dependence on entities for mobility management that are not directly managed by the WWAN operator should be minimized or may not be relied upon. 

· Any new entities or components introduced to support the interworking must degrade gracefully i.e. failure of the new entity must not degrade the condition of the system to a state worse than that of a conventional WWAN system.

· The architecture must afford a clear migration path enabling convergence of 3GPP, 3GPP2, and/or WLAN networks.

· The interworking scheme should enable mobility for service scenarios, which include access to corporate Intranet services, operator local services and the public Internet as specified in TR22.934.

3 Possible scenarios and assumptions

The following assumptions can be safely made in order to abstract the problem down to a finite set of sub problems:

· The UE/mobile node shall be dual stacked i.e it simultaneously supports IPv4 and IPv6.

· The Mobile Node includes a Mobile IPv6 client since it supports IPv6.

Having made these assumptions, we come up with a set of scenarios to which a mobility solution is being sought. These scenarios come up because of the following possibilities:

· The Hotspot may either be

· IPv4 only

· IPv4 and IPv6 ( dual stacked access router)

· Two possibilities exist for the mobile client

· It has a Mobile IPv4 client.

· It does not have a Mobile IPv4 client.

· The services that we wish to maintain continuity to may be 

· 3GPP IPv6 based IMS services

· 3GPP IPv4 based PS services

· Services which are provided by a corporate or other network for which the 3GPP network acts as a bearer network 

· The hotspot may have access to the home PLMN 

· Solely through an IPv4 cloud.

· Solely through an IPv6 networks.

· Through either IPv4 or IPv6 clouds.

These scenarios are summarized in the table below. The entries indicate what the architecture proposes for each scenario and which section handles this scenario. The additional vector of availability/non availability of a Mobile IPv4 client is not included in the table for clarity but is handled later in the sections where applicable.

	
	
	 
	Intermediate Network (surrounding cloud for the hotspot)
	 

	
	HotSpot
	IPv4 only
	IPv6 only
	Both IPv4 and IPv6 

	IPv6 Flows
	IPv6/IPv4
	section 4.3 path 2
	section 4.3 path 1
	Use IPv6 cloud - section 4.3 path 1

	 
	IPv4 only
	section 4.3 path 3
	Unlikely in near future
	Use IPv4 cloud - section 4.3 path 3

	IPv4 Flows
	IPv6/IPv4
	section 4.4 path 1
	Unlikely in near future
	Use IPv4 cloud - section 4.4 path 1

	 
	IPv4 only
	section 4.4 path 2
	Unlikely in near future
	Use IPv4 cloud - section 4.4 path 2


4 Potential System Architecture

4.1 Basic Architecture

The architecture is based on enabling mobility management when the UE travels outside the PLMN using mobile IP.  The proposed architecture collocates a Mobile IP Home Agent (HA) with the GGSN. This follows from the observation that the GGSN forms an anchor node (which is also a visible egress entity to the Internet).. The HA functionality for a mobile node is activated only when a node wanders in to an access area preferentially served by a WLAN network. Upon entering the WLAN, the node obtains an IP address which it uses as a Mobile IP [4][5] care-of-address to perform a registration with the HA. This registration binds the UE’s acquired care-of-address to its PDP context address. This collocated HA uses RFC 3220 (or the mobile IPv6 equivalent draft) defined tunnelling schemes to hijack and tunnel packets meant for this UE and forward it via IP routing to the WLAN. Alternatively, for Mobile IPv4 [4], a Foreign Agent (FA) may be used when in the WLAN network. When the UE is in the WWAN network, the UE appears to be in the Mobile IP defined Home network and the HA fades out of the picture. Mobility management and packet routing take place in as in a conventional WWAN system (i.e. based on GTP-u). The co-located HA does not have to perform normal proxy/grat ARP or neighbor discovery message handling required of a conventional HA and can consequently support an arbitrary number of IP subnets – limited only by the system capabilities of the GGSN.
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Figure 1: Basic Architecture

The main characteristics of the basic architecture are:

· PS data between UEs in the WWAN network follow the same path that they would in a traditional WWAN system. No routing overhead is introduced (see green arrows).

· WWAN Mobility management schemes are preserved for nodes when they are within the WWAN network 

· Nodes that do not subscribe to the interworking scheme see no difference in the network and see no impact to their performance or operation.

· Not all GGSNs in an operator network need to migrate to the new scheme. Hence deployment can be phased in. GGSNs with collocated HAs could be identified by operator assigned APNs. However nodes served by GGSNs that do not have a collocated HA will not be able to make use of the TR 22.934 scenario 4 interworking provided by this architecture when they move into a WLAN

· No new network entities are introduced (in some implementations for IPv4, a Foreign Agent (FA) may be introduced in the WLAN network, however this is not necessary for Mobile IP running in collocated care-of-address mode)

· No dependence on externally managed entities is introduced (with the only exception being the case where a FA is used in the WLAN network.)

· Roaming between operator PLMNs is also handled using conventional WWAN mobility management mechanisms.

· By collocating the Home Agent with the GGSN, the Home Agent needs to neither advertise its presence nor perform proxy/gratuitous ARP (for IPv4) or proxy Neighbor advertisements (for IPv6).

· UEs in a WLAN access network perform a Mobile IP registration with their Home Agent collocated with the GGSN. The Home Agent creates a mobility binding for this UE and uses Mobile IP specified tunneling mechanisms to intercept and redirect packets to the UE.

· If the UE is using corporate intranet services through a VPN, then this mechanism will allow the preservation of the VPN through its move to a WLAN access network. This would be made possible though the binding of the VPN tunnel to the PDP context acquired IP address, which is the Mobile IP defined “permanent” home address.

· This architecture allows the UE to completely benefit from bandwidth/cost advantages that are offered in the WLAN.

· This architecture would also work for residential WLANs, corporate WLANS, and WLANs that do not have service agreements with an operator.

4.2 Architecture for roaming into WLAN networks whose coverage areas are not contained within the 3G footprint

In case the WLAN has a coverage area that is outside the WWAN footprint, then in addition to the Mobile IP registration process, a mechanism need to be put in place to preserve the PDP context for the UE and hence preserve the IP address that the UE has been allocated. This may also be desirable if the UE has a policy that dictates that it not be dual homed at any time. This policy might force the MN to preferentially choose the WLAN interface when in a hotspot and relinquish its 3G interface. The collocation scheme leads to an elegant solution for making this happen (see figure below).
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Figure 2: Maintaining PDP context through use of a Virtual SGSN

The main characteristics of this solution are as follows:

· The Mobile IP registration request causes an internal API call to a virtual SGSN collocated with the GGSN. This is minimal SGSN signaling plane functionality the purpose of which is to keep the PDP context alive. The API call will cause the virtual SGSN to send control messages to the GGSN, the old SGSN and the UE to make it look as if a routing area update is requested by the UE that has moved in to the virtual SGSN’s routing area.

· The virtual SGSN does not handle any data packets.

· This is only necessary when the WLAN coverage area is outside the WWAN footprint.

4.3 Maintaining continuity of IPv6 flows when roaming into a hotspot

Three scenarios (Fig 3) are considered:

1. The UE roams in to a IPv6 hotspot which is not an isolated IPv6 island in a IPv4 sea i.e. The hot spot has a path through IPv6 networks to the 3G PLMN.

2. The UE roams in to a IPv6 hotspot which is an isolated IPv6 island in a IPv4 sea i.e. Traffic from the hotspot must travel through IPv4 networks to reach the 3G PLMN

3. The UE roams in to an IPv4 hotspot.
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Figure 3: Maintaining continuity of IPv6 flows
The traffic flows for the three cases are labeled in the above diagram. In the first case the mobility management scheme proposed in our basic architecture with possibly the addition of the virtual SGSN will enable scenario 4. In the second case, we need the aid of a 6To4 gateway at the border of the IPv6 and IPv4 networks to encapsulate the UE’s IPv6 traffic in IPv4 and transport it to the 3G PLMN. We would also need to collocate a 6to4 gateway with the GGSN or a border router to the PLMN. It is extremely likely that these entities would need to exist in any case to enable communication to/from both the hotspot and the 3G network. To handle case 3, a 6to4 client collocated with the UE is needed. The UE would enter the IPv4 hotspot, acquire an IPv4 address, construct a 6to4 address based on this and would send a 6to4 tunneled MIPv6 Binding Update message to the GGSN’s (6to4) IPv6 address (if the 6to4 gateway is collocated with the GGSN). The care-of-address in the binding update is the derived 6to4 address for the UE. Data packets are MIPv6 encapsulated and 6to4 tunneled to the UE. In case the HotSpot employs a NAT and the acquired IPv4 address is private, then NAT traversal schemes such as UDP tunneling or Teredo (Shipworm) [3] may be employed to get the Mobile IP packets to the GGSN and back.

4.4 Maintaining continuity of IPv4 flows when roaming into a hotspot

There are 2 subcases (Fig 4) in this. First we consider what happens when the UE has a Mobile IPv4 client collocated with it. In that case, the UE  uses the basic architecture with use of the virtual SGSN if needed and completes a MIPv4 registration process and proceeded to maintain continuity of services using MIP encapsulation to deliver packets. The procedure remains the same irrespective of whether the hotspot is IPv4 only or IPv6/IPv4. This is illustrated by paths 1 and 2 in the figure below.
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Figure 4: Maintaining continuity of Ipv4 flows


If the UE does not have a MIPv4 client then IPv4 service continuity would be disrupted. However IPv6 service will still maintain service continuity by employing the procedure described in previous sections.

4.5 Maintaining service continuity for services offered by private networks or enterprise networks.

Access to services from a private network is usually achieved by the establishment of a VPN session into the private network. It is desirable to maintain the continuity of such sessions when moving from a 3GPP network into a WLAN. Examples of such services include access to corporate email when roaming, access to shared drives on the corporate network and access to terminal servers, Telnet servers and FTP servers.

Continuity in access to these services is made possible by the architectures described. In order to achieve this, the UE must bind the VPN to its PDP context address, which is also the Mobile IP home address. Since the architecture maintains this address and data traffic destined to this address, it is ensured that the VPN tunnel is not broken when moving between the 3GPP system and WLAN hotspot. Furthermore since the PDP context acquired is logically on the same subnet as the other nodes in the HPLMN, communication with these nodes can be maintained whilst being connected to the private or enterprise network. Communication with other nodes in other 3GPP PLMNs may be allowed by the VPN client based on address filtering properties set on the client VPN based on the security comfort level of the private network. If this is disallowed by security policies, then communication with such nodes may still be possible, by routing the traffic to such nodes through the VPN tunnel and assuming that the private namespace does not over lap with the namespace of the node in the external PLMN. Furthermore this architecture also allows for roaming into a hotspot, which exists inside the private network while maintaining continuity.

In some situations especially involving peer-to-peer applications, it may be desirable that the UE be reachable from nodes in the protected network. This requirement may be met by having the establishment of a VPN session trigger a dynamic DNS update inside the protected (Enterprise) network. This will enable reachability from nodes in the protected network to UE node as it roams.

5 Conclusions

This contribution has discussed architectural aspects of 3GPP system – WLAN interworking from a mobility management standpoint. The architecture has been designed to reuse existing 3GPP system mechanisms for mobility management and routing as much as possible.

This enables WLAN interworking for PS and IMS services including access to and continuity with respect to corporate intranet services (possibly through a VPN), operator local services, and the public Internet. It is scalable to a situation where 3GPP systems, 3GPP2 systems and WLANs coexist. It can work with IPv4 or IPv6. Lastly, it is deployable in phases, phased out with little or no disruption to connectivity, and adds virtually no overhead to an existing deployment.

This contribution has shown that a future proof WLAN interworking architecture can be provided while maintaining compatibility with existing 3GPP systems.

The group is invited to discuss the desired direction for 3GPP system WLAN interworking. The likely trade off between reuse of existing functionality and required specification effort should be taken into account besides other considerations mentioned in this document.

6 Bin List

The following issues are not fully resolved and more thought is in order to close on them.

1. The location of the Home Agent has two possibilities – collocating the HA with the GGSN and locating the HA as a separate entity in the operators network. Collocation offers some advantages but some investigation if having the HA as a separate entity offers any unique advantages. Discussion and closure on which of these two approaches is desirable is needed.

2. For maintaining continuity to both IPv6 and IPv4 flows simultaneously, the current architecture requires the simultaneous use of Mobile IPv6 and Mobile IPv4. Is this desirable? Necessary?

3. In situations where the UE VPNs back to a protected network, is it feasible for the client to still remains dual homed. Can the security risk be worked around by some means?

4. It may be desirable (for enterprise peer-to-peer apps for example)  that the UE be reachable at an address belonging to a private network namespace. How is this reachability maintained in an efficient and effective manner?
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