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1
Introduction

SA2#23 discussed the use of RTCP with IMS multimedia sessions and concluded that the RTCP stream should be multiplexed into the same PDP Context as the RTP media itself.

It was concluded as a result that the ‘Flow ID’ (used to quality the Authorisation Token when requesting a binding of the PDP Context to the policy decision for the session) for the RTCP flow should be the same as that for the RTP – i.e. that Flow Ids should identity Media Components (m= lines within the SDP) and not individual IP flows.

However, multiplexing of RTCP packets in this way may not always be desireable, and indeed it is difficult to see architecturally how it could be enforced.

2
Discussion

2.1
Enforcing multiplexing of RTCP/RTP in the UE

During the establishment of an IMS session, the IMS client in the UE will decide whether to request a combined IP bandwidth reservation for both the RTP and RTCP, or whether to request these separately.

It would be possible to require that IMS clients always combine these. However, the requirement as presently stated is to multiplex these onto a single PDP Context. The IMS client should not be aware of the fact that the access is GPRS, so requiring the client to combine the IP flow reservations is quite a different thing.

If the client does not combine the reservation requests to the IP Bearer Service Manager, then the IP BS Manager will be responsible for enforcing the requirement that they be multiplexed. However, the IP BS Manager, being below IP, cannot know what the application is.

This enforcement is therefore architecturally difficult and appears to have no advantages to warrant such a layer violation.

2.1
Jitter caused by interleaving large RTCP packets

When RTCP is multiplexed with RTP, then additional bandwidth needs to be reserved for these packets. The RTP specification recommends an additional 5%, however it is desireable for wireless applications that a more accurate figure be calculated, to avoid wasting bandwidth (5% is probably too large for simple point to point session).

This would involve matching the PDP Context bandwidth closely to the real required long-term bandwidth. Conditioning traffic to this bandwidth will mean that RTP packets will be delayed whilst the RTCP packets are sent. RTCP packets may be considerably larger than RTP, and so the effect may be to introduce delay of several packet lengths to the media stream.

Of course RTCP packets may often not be large enough to cause a significant effect (although it could be argued that any additional delay, however small, is significant in a system where delays are already high). Also, if the radio bearer used to send the data has a larger bandwidth than the application resevation, then the Traffic Conditioner may not need to condition the data exactly to the lower bit-rate. However, in the ‘worst case’ the  result is an unacceptable additional jitter/delay for real-time services. The effect will be magnified at low bit-rates, where the RTCP packets are larger in comparison to the RTP.

2.2

Interaction with Header Compression

IP Header Compression could be applied to Conversational and Streaming bearers. This would result in the media stream in fact requiring less bandwidth on the radio than the application expects. The application, and the IP/UMTS Traffic Conditioners etc. would still act on the ‘uncompressed’ IP packet stream – in fact Header Compression would be invisible to them.

There is therefore scope for optimisation by reducing the radio bandwidth allocated. This could only be done if a reasonable estimate of the bandwidth saving realised by Header Compression is available and this can only be estimated if the packet sizes (or rather Maximum packet size) is known. Again, then, the radio optimisation will be more effective if RTCP and RTP are not multiplexed.

2.3

QoS Requirements for RTCP

The Quality of Service requirements for RTCP differ considerably from those for the RTP stream itself – for example, low delay and jitter are not important for RTCP – so it is not clear that it is in principle the right thing to do request the same QoS for RTCP as for RTP.

As a final consideration, the required data rate for RTCP is relatively low, and it may not be efficient to open a separate PDP Context for each RTCP stream, especially if there are multiple media streams in the session.

3
Analysis of solution options

At a high level there are only two options for solving this problem, either (a) recommend that RTCP not be used with IMS , or (b) allow a different PDP Context to be used for RTCP.

(a) is seen as a last resort option if an acceptable solution based on (b) cannot be found.

If approach (b) is followed, then it is essentially a decision for the UE as to which PDP Context to use. In fact the IMS client will make a decision on whether to ask for a separate IP bearer resource reservation for RTCP or whether to follow the RTP RFC and add 5% to its RTP bandwidth request. In the former case, the IP Bearer Service Manager must decide how to map the reservation for RTCP onto PDP Contexts. This decision is made without knowledge of the application which requested the bearer service. The options are:

· The signalling PDP context

· A PDP context established just for the RTCP for this media component

· A PDP context established for RTCP for all the media components of this session

· A PDP context established for RTCP for all the sessions for this UE

· A general purpose background PDP context (such as that used for basic Internet access)

The signalling PDP context does not seem to be appropriate as the QoS is engineered carefully to carry SIP signalling and is not a good match with the lower QoS requirements of RTCP.

A separate PDP context just for a single RTCP stream is not efficient, and would lead to a doubling of the number of PDP contexts required for a multi-media session. In some cases it will be required though. For example, if the only other PDP Contexts are the signalling PDP context and the PDP Context used for the RTP.

A separate RTCP PDP Context per session is still somewhat inefficient, as the data rate for this is expected to be low, and offers no advantage over the previous option if there is only one media component.

A single PDP context for all the RTCP to/from the UE again offers no advantage in the most common case where there is only a single session in progress.

The final option essentially allows the UE to send/receive RTCP over whatever PDP context it deems appropriate.

A further consideration is how to obtain a binding between the IP flow for RTCP and the Service Based local policy for the session (allowing the RTCP stream to be charged according to the IMS session charging model rather than the GPRS model).

With the current definition of binding information, this would imply that a separate ‘Flow ID’ is required for each RTCP flows. Another Nortel contribution to this meeting proposes the removal of Flow Ids in favour of using the flow description (5-tuple) itself, which would also meet this requirement.

Conclusions

· If RTCP is carried on the same release 5 PS domain bearer as RTP, this could result in unacceptable additional jitter/delay in the voice packets, whilst the RTCP packet is sent.

· If Header Compression is used with Conversational & Streaming bearers, the bandwidth saving cannot be estimated (and so radio resources optimised) unless the Packet Sizes are fixed.

· A separate PDP Context for each RTCP stream would be highly inefficient due to the low data rates and QoS requirements of this type of data.

· The signalling PDP context is not appropriate for RTCP, as there is not a good match between signalling QoS requirements and RTCP requirements

· The decision on how to map the RTCP flow to PDP Contexts should therefore be left to the UE

Proposal

It is proposed to allocate separate Flow Ids to the RTCP flows, so that binding between these and the IMS session can be carried out independently from the RTP streams (note that this proposal is implicitly implemented by another Nortel contribution to this meeting which proposes removal of Flow Ids in favour of the complete flow description (5-tuple)).

As with Media flows, the network will be able to require that these flows are not multiplexed with flows from other sessions or applications, for the case where charging information is only available on a per PDP context beais.

A CR to 23.207 implementing this proposal is attached and a further CR to 23.228 is included in S2-021172.
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5.3.2
Information Elements Exchanged via Go Interface

The COPS protocol supports several messages between a client and server.   These messages consist of the following operations that may be performed:

· Client-Open/Client-Accept/Client-Close

· Request

· Decision

· Report State

· Delete Request State

· Keep Alive

· Synchronize State Request/Synchronize State Complete

Additional UMTS-specific information elements must be included in COPS messages to support the policy and QoS inter-working functions identified in Section 5.3.1.  Consistent with the COPS framework, the Go interface is identified by a "client type" allocated for a UMTS COPS  client (GGSN).  

All of the information described in the remainder of this section applies specifically to the GGSN COPS client type. The events specific to the UMTS or IP bearer service would trigger the request messages from the UMTS PEP to the PCF.   The information elements specific to UMTS would be standardized and carried in the UMTS specific interactions between the PCF and the GGSN.  

A Request (REQ) message from the GGSN to the PCF shall allow the GGSN to request policy and QoS inter-working information for an IP flow identified by binding information (described below).  

A Decision (DEC) message from the PCF to the GGSN contains decision objects. A Decision object shall include one of the following commands:

· NULL Decision (No configuration data available)

· Install (Admit request/Install configuration, Commit) 

· Remove (Remove request/Remove configuration)

These commands are used to:

· Authorize QoS/Revoke QoS authorization for one or more IP flows 

· Control forwarding for one or more IP flows

The responses from the PEP to the PCF include an acknowledgement and/or an error response to commands received by the PEP. The following response messages shall be supported: 

· Report State (Success/Failure/Accounting) (RPT)

The Delete Request State (DRQ) message from the PEP to the PCF indicates that the request state identified by the client handle is no longer available/relevant at the GGSN so the corresponding state may likewise be removed at the PCF. The DRQ message includes the reason why the request state was deleted. 

The Install command used to Authorize QoS contains the following policy and QoS inter-working information associated with an IP flow:

· UMTS specific Binding information (e.g. Token)

· Packet classifier (e.g. RSVP filterspec)

· Authorized flowspec

· Packet handling action

· DSCP 

· Event generation information

Binding information associates the policy and QoS inter-working information in the message with a PDP context.  The binding information includes 1) an authorization token sent by the P-CSCF to the UE during SIP signaling. , and may include 2) one flow identifier used by the UE, GGSN and PCF to uniquely identify an IP media flow.  

The authorization token shall be unique locally. The authorization token conforms to the IETF specification on SIP Extensions for Media Authorization.   

A flow identifier identifies an IP flow associated with the SIP session.  Flow identifiers are based on the ordering of IP flows in the SDP. A separate Flow ID is allocated sequentially to each IP flow, so multiple flow Ids may be required for a single Media Component (e.g. for RTP and the corresponding RTCP). The ordering of Flow Ids within a Media Component is based on the ordering of the destination port numbers. The two unidirectional components of a bi-directional flow share the same Flow ID.  A flow identifier combined with the authorization token shall be sufficient to uniquely identify a (bi-directional) IP media flow.

The packet classifier includes the standard 5-tuple: (source IP address, destination IP address, source port, destination port, protocol), identifying a set of packets associated with a unidirectional flow.   Elements of the 5-tuple may be wild-carded.  

The authorized flowspec provides an upper bound on the resources that can be reserved or allocated for an IP flow.  The authorized flowspec is expressed as an Intserv-style flowspec . 

The packet handling action defines the packet handling that should be accorded to in-profile and out-of-profile packets matching the packet classifier.  In-profile traffic is defined to be traffic that is within the authorized flowspec.  The packet handling action may be ignored by the GGSN.

 The DSCP from the PCF shall determine the highest QoS class that can be applied to this IP flow.

Event generation information contains opaque information that the GGSN includes in usage records (e.g. CDR)associated with the authorized UMTS bearers.   The event generation information includes information identifying the authorized IP flow.  It also includes information used to correlate usage records from the GGSN with SIP session records from the P-CSCF.

The messages which revoke QoS authorisation or remove configuration information provide only the information that is needed to perform the action (e.g., the COPS handle element, which is used as a way of identifying the installed decision information). 

***********************NEXT MODIFIED SECTION********************

6.2
IP Bearer Level / Application Level Binding Mechanism

The binding mechanism associates the PDP context bearer with policy information in the GGSN to support service based local  policy enforcement and QoS inter-working. The policy and QoS decision information in the GGSN is based on IP media flows.  The binding mechanism identifies the IP media flow(s) associated with a PDP context bearer and uses this information in selecting the policy information to apply.

The UE shall be able to include binding information  in  PDP Context Activation or Modification messages to associate the PDP context bearer with policy information .  The PDP Configuration Options parameter shall be used for this purpose.  The PDP Configuration Options parameter is one of the optional parameters signalled in PDP Context Activation/Modification.   The binding information includes 1) an Authorization Token sent by the P-CSCF to the UE during SIP signaling, and 2) one or more Flow Identifiers which are used by the UE, GGSN and PCF to uniquely identify the IP media flow(s). If the session has only one IP flow, then the Flow Identifier may not be needed.

The authorization token shall be unique locally. The Authorization Token conforms to the IETF specification on SIP Extensions for Media Authorization.

A Flow Identifier identifies an IP flow associated with the SIP session.  Flow Identifiers are based on the sequence of IP flows in the SDP as described in clause 5.3.2.  A Flow Identifier combined with the Authorization Token shall be sufficient to uniquely identify an IP flow.

In order to allow QoS and policy information to be "pulled" from the PCF, the authorization token shall allow the GGSN to determine the address of the PCF to be used.  

When the SDP changes during a SIP session, the PCF shall generate a new authorization token to be used by the UE in subsequent PDP context activation/modification requests. 
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