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Discussion

Since MBMS might be provided over different radio systems with different capabilities it is conceivable that a given service may be provided in several differing QoS profiles. For example, a streaming service providing media clips to MBMS users might be transmitted in two different bit-rates for UTRAN and GERAN. The current MBMS stage-I specification (TS 22.146) deals with this option by allowing different quality-of-service profiles for different multicast or broadcast areas for the same service.

It is assumed that QoS degradation for different coverage areas or radio access networks must be performed at the application layer and hence by the MBMS data sources or mediating entities which are capable of looking at application layer data such as video streams or messages and gracefully downgrading their quality for different areas. Core-network entities, which are unaware of application data types, cannot efficiently perform this task.

At present, the TR maps a service to an APN and IP multicast address. Further, it is assumed that the same multicast address is used within the PDN to send service data to the core-network and that the same address is used at the UE to receive multicast data at the IP level. The question then is, how to provide multiple streams at the application level for the same service to different geographical areas. There are several options for supporting such a feature but some may require changing existing concepts. Some of the options are discussed henceforth.

Option 1: Multiple IP multicast addresses per one service

One solution for providing multiple quality-of-service alternatives for different areas is to use different multicast addresses for each area and to transport different options for the same service over different IP multicast addresses. Supposedly, the UE could initially activate all the IP multicast addresses associated with a given service. As it moves from one coverage area to another the UE may receive different alternatives of the same service carried over different IP multicast addresses.

It should be noted that this option requires changing the definition and identification of a multicast service, which at present is associated with a multicast address and an APN. Supposedly, under this suggestion a service would be identified by other means (MBSI) while the multicast address/APN would be used to identify a service instance or alternative.

Option 2: Differing ports per one service and IP multicast address

Another option for handling multiple quality-of-service alternatives for the same service is to use different ports for each service alternative. This would entail sending multiple alternative data streams using the same IP multicast address but separating different alternatives using different UDP/TCP ports.

Since several multicast areas might be defined within the coverage area of a single RNC/BSC or SGSNs these entities should be able to relay one or more of these service alternatives to UEs within their coverage area. Supposedly a different GTP tunnel and RAB might be used for each alternative. Different SGSNs might use different TFTs to acquire the traffic associated with their coverage area and radio access technology and spread these different alternatives to the appropriate RNS/BSS. UEs will join a service once, using the service associated APN and IP multicast address as currently described by the TR. UE borne applications must listen on multiple ports in order to receive media in different areas.

Potentially, this option leaves current TR definitions intact and does not change the procedures involved. Service identification with IP multicast and APN remains valid although a given service might require multiple area-specific GTP tunnels and RABs.

Option 3: Address translation in GGSN.

A third option strives to leave multicast service definitions intact and does not require the mobile borne application to listen on multiple potential IP ports. Under this option the GGSN translates multiple incoming streams into multiple GTP tunnels but alters the IP addresses and ports to match those associated with the service.

The GGSN receives multiple incoming alternative streams for a given service. These streams might be carried over different ports and a single IP multicast address as described in option 2 but they might also be transported on a different IP address, perhaps a Unicast address associated with the GGSN. The GGSN maps each of these streams to a common multicast address and ports but puts each one on a different GTP tunnel there-by enabling area-specific differentiation within the core network. As described in option 2, above, separate GTP tunnels and RABs are used for different area-specific service alternatives.

Proposal

Accept one of these options or a variation of it as a way forward in handling multiple alternative streams for different areas.
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