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1. Introduction

This paper presents a proxy based architecture for push (as in S2PUSH-80) which uses HTTP as the delivery mechanism over-the-air. It is expected that compact HTTP server will be widely deployed in mobile terminal in a short future and this solution leverages this feature. 
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3. Background

Most current terminal already includes HTTP client and we expect them to incorporate compact HTTP server running over TCP in the near future (the compact HTTP server being an incremental feature addition from the HTTP client). A push delivery solution based on this suite of IETF protocol is presented here. 

4. Discussion

4.1 Proposed Push Services Architecture

The proposed push services architecture follows the model proposed by Nokia in S2PUSH-80 but it goes further to define the service level functionality of the architecture as well as the delivery mechanism.

Figure 1 below shows a high level view of the proposed push architecture.
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Figure 1: Proposed Push Architecture

A push proxy (PP) is used between the push initiator and the MS to perform the following functions:

· Asynchronous delivery of push messages depending on user availability (i.e. the PP has access to presence information)

· Delivery QOS management

· Address resolution (if external address differs from internal address)

· Service level accounting/charging 

· Optional push initiator access control

· Optional content filtering (e.g. malicious content like virus). This might turn out to be a critical feature when considering the recent evolution and dissemination of those viruses

· Optional content transformation (based on MS capabilities)

The access protocol (between the push service initiator and the push proxy) can be of multiple form. For example it could be:

· HTTP based: the push initiator POST push requests to a MS via an HTTP based push proxy

· SMTP based: the push initiator e-mail push requests to a MS via an e-mail based push proxy

· WAP PAP: the push initiator uses PAP requests to send push messages to a WAP push proxy

The over-the-air (OTA) delivery protocol is HTTP based in and it leverages the HTTP server feature expected in MS. Note that the HTTP server feature on the MS does not need to be a full fledge HTTP server but can support only a subset of the HTTP server features. Basically this is a marginal feature addition from the HTTP client already contained in the MS for browsing. The OTA protocol has the following characteristics: 

· Optionally uses the HTTP OPTIONS method to authenticate the MS and/or obtain the MS capabilities) on the initial push performed on a TCP connection. MS capabilities are described further in section 7.7.5; and

· Use the HTTP POST method to deliver content (push message) to an HTTP server based push application residing in the MS.

4.2 Conclusion

The main benefits of proposed solution are as follows:

· Meets all the requirements highlighted in [S1-010089];

· Based on widely deployed IETF standard (RFC2616);

· Leverages the MS HTTP server functionality expected to be widely deployed in a short timeframe;

· Proxy model offers flexibility for extra security/management features in the future;

· Includes the application model as part of the solution.

For those reasons we believe that the proposal highlighted below should be considered for discussion and approval along with the S2PUSH-80 proposal from Nokia. 

4.3 Proposal

Openwave proposes to add the following text in a new chapter (7.7) in 23.874.

***text to be inserted starts here**********

7.7 Push Proxy Based Architecture Using HTTP as Delivery Protocol

7.7.1 Architecture

A proxy based architecture is made of the three main elements (as shown in figure 7.7.1):

· An access protocol

· A push proxy

· A over-the-air protocol

[image: image2.wmf]MS

push-message

Push delivery

PP

HTTP OPTIONS(PP Credentials + MS Challenge)

OK / not OK (MS Credentials + MS Cap Profile)

HTTP POST (push content)

OK / Forbidden

Subsequent push message

Push

Initiator

MS internal address resolution &

presence indication

TCP SYN

TCP SYN, ACK

TCP ACK

Figure 7.7.1: Proposed Push Architecture

The access protocol (between the push service initiator and the push proxy) can be of multiple form. For example it can be:

· HTTP based: the push initiator POST push request to a MS via an HTTP based push proxy

· SMTP based: the push initiator e-mail push request to a MS via an e-mail based push proxy

· WAP PAP: the push initiator uses PAP request to send a push message to a WAP Push proxy

The over-the-air (OTA) delivery protocol is HTTP based. The OTA protocol has the following characteristics: 

· Optionally uses the HTTP OPTIONS method to authenticate the MS and/or obtain the MS capabilities) on the initial push performed on the TCP connection. MS capabilities are described further in section 7.7.5

· Use the HTTP POST method to deliver content (push message) to an HTTP server based push application.

7.7.2 Push Proxy

The push proxy (PP) between the push initiator and the MS performs the following functions:

· Asynchronous delivery of messages depending on user availability. The PP manages push messages delivery in accordance with the presence information obtained from other source in the network (Presence Server, HLR, GGSN, SMSC, etc). If the push message intended destination is "present" on the network, the PP then simply forward the message using the OTA protocol specified in section 7.7.4. If the push message intended destination is "not present" on the network, then the  PP might:

· Wait until a presence notification is received and then simply forward the message using the OTA protocol specified in section 7.7.4; or

· Trigger the intended destination to establish IP connectivity using an SMS message or other available means

· Delivery QOS management: the PP manages the delivery based on QOS indication received from the push initiator. Those are mainly indications on how urgent is it to deliver the message and for how long is the message valid. For example, access protocol such as PAP allows the push initiator to define the delivery timeframe. Similar mechanism can be developed for other access protocol alternatives.
· Service level accounting/charging: The PP support service level billing. This includes but is not limited to:

· User transaction based billing

· Push service provider transaction based billing

· Shared model where the push service provider pays part of the transaction (e.g. advertising)

· Shared model where the operator shares the access revenue generated by a push service provider with the push service provider (e.g. interest group) 

· Flat billing
· Address resolution: the PP extracts the internal network address of the MS from its external address received in the push message (refer to section 7.7.3 for details). 

· Optional push initiator access control: the PP can authenticate the push initiator and filter the incoming push messages. 
· Optional content filtering (e.g. malicious content); the PP can filter potentially harmful content (i.e. content that contains viruses). The filter settings can be managed either by the PP owner or by the user himself through the MS capability feature (see section 7.7.5).

· Optional content transformation (based on MS capabilities): the PP can adapt the content to the accepted format (content-type, language, encoding, charset, etc) advertised by the MS in its capability profile.

7.7.3 Addressing 

The push proxy performs address resolution from the external address to the private network address (if private addressing is used). The external address is not necessarily a network address (depending on the access protocol used). The external address is managed by the PP owner and is known to the push initiator from the push service registration by the user. The external address might contain MSISDN or IP address but should not be required to contain those for privacy reason (e.g. it might not be good, and in some countries it might even be illegal, to distribute MSISDN to push service providers). The PP might resolve the internal address with the support of other systems (Presence server, RADIUS, DNS, etc). The PP might also trigger the MS to establish a PDP context if the MS is not attached.

7.7.4 Push Delivery Mechanism

The push delivery mechanism is based on the well-known HTTP protocol (RFC2616). The push destination application in the MS is an HTTP server based application. Content is sent to that application by POSTing data to the application URI (refer to HTTP).

Once the PP has resolved the internal IP network address of the MS (refer to 7.7.3) the PP:

· Establishes a TCP connection to a well-known port on the MS (port 80 or a new IANA registered port). The TCP connection establishment is a three-way handshake as described in RFC793 and is shown in red in figure 7.7.2 below

· Optionally sends the HTTP OPTIONS method to the MS (including a challenge if MS authentication is required). This is needed if MS authentication and/or MS capability profile query is required. Both proxy authentication (as per RFC2617) and MS authentication (based on RFC2617 with slight modifications to allow for server authentication) can be performed during that step. If the MS has a static capability profile known to the PP and if neither the PP or nor the MS authentication are required, that step can be omitted

· Sends the HTTP POST method to the HTTP based push application URI with the push content included in the POST request body

· Recover the HTTP transaction status if required

This sequence described above is illustrated in figure 7.7.2 below.
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Figure 7.7.2: Delivery Message Flow

If the TCP connection is short lived, subsequent push messages require the PP to establish a new TCP connection toward the MS. In that case the authentication/capability query phase (the OPTIONS method) can be omitted only if the PP can assume that its latest authentication/capability data for the MS is still valid (e.g. when capability profile is static and address lease time is long (or permanent)). If the TCP connection is long lived, subsequent push messages are simply forwarded directly using the POST method.

7.7.5 MS Capability Profile

The MS capability profile expresses what an MS can do and cannot do. In the wireless world it is very important to know about the MS capabilities before delivering any content due to the broad range of device type (phone, PDA, PC, etc). The capability profile contains various data about the MS such as:

· screen size

· number of pixels supported

· memory size 

· receive buffer size 

· application contained in the MS

· content-type accepted 

· etc

The MS capability profile can also contain the user's preferences to dynamically advertise those preferences to the PP as they are updated by the user (e.g. access control filter setup, malicious content filter setup, etc).

The W3C group have defined a general framework to handle capability profile. This framework is defined in [CC/PP]. The CC/PP capability profile is the entity carried in the OPTIONS method response. 

7.7.6 Roaming Considerations

The main roaming model assumes that the MS always reach its home GGSN. The visiting SGSN is connected to the home GGSN using the inter-PLMN backbone. This way roaming is transparent to the push proxy.

7.7.7 Delivery Reliability

The Push Proxy manages the reliability of the delivery up to the expiration of the validity period specified for each push message by the push initiator (i.e. the PP will retry message delivery until successful delivery is obtained during that period). Beyond the validity period of the message the push initiator has to resend the message. This offers the flexibility to the application server (Push Initiator) to decide if reliability is controlled by the PP or ditrectly by itself (the architecture supports both).

7.7.8 Protocol Architecture

The protocol stack required for push message delivery in this architecture is as shown in figure 7.7.3  below.
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Figure 7.7.3 Push Message Delivery Protocol Stack

As described in section 7.7.2 the PP manages push messages delivery in accordance with the presence information obtained from other source in the network (Presence Server, HLR, GGSN, SMSC, etc). If the push message intended destination is "not present" on the network, then the PP might:

· Wait until a presence notification is received and then simply forward the message using the OTA protocol specified in section 7.7.4; or

· Trigger the intended destination to establish IP connectivity using an SMS message or other available means

7.7.8 Security Considerations

Due to the nature of a proxy based solution (i.e. the PP functions operate above the transport layer) end-to-end security (between the push service initiator and the MS) is better handle at the application layer. Protocol such as S/MIME (RFC2632 and RFC2633) can be used to achieve this.

Over-the-air protocol security can be achieved at the transport layer by having the MS initiating a TLS handshake upon TCP connection establishment.

The push proxy can perform user protection functionality including malicious content filtering and push initiator access control.
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