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1. Introduction

This contribution proposes a push service, based on Push Gateway (PG). The PG supports the three major push approaches (e.g. connection dedicated/oriented, connectionless and the internet way). This solution also supports PS domain, CS domain and future IMS domain.  This contribution relies upon the high-level requirements provided by SA1 (Tdoc S1-010260) and upon NOKIA contribution S2PUSH-80 from Seattle. 

The main purpose of this contribution is to offer to the network providers a simple, yet scalable solution. This solution doesn’t support a particular push method, but rather handles all push content in an efficient way, which increases net performances and subscriber’s satisfaction. 

2. Discussion
PG shall support:

· Reliability of delivery – when the subscriber is absent due to: out of coverage, switched off, busy with streaming data or MS memory capacity exceeded  

· Security with firewall

· Provisioning – needs subscriber profile database

· Charging – at service level, based on content, on service type or on time of active PDP context

· Roaming 

· Presence 

· Signaling load and traffic load, to change the current situation, when several AS’s try to push content in an inefficient way (subscriber unavailable)

· Efficient work with diversity of AS’s which results in diversity of protocols

· Efficient usage of network resources (SMS, GPRS, IMS, WAP – when to use each)

· Traffic load balance

· Notifications and “ACK”, as no entity in the current network to handle that

· Protection of HLR against congestion by NA queries 

· Provide the ability for PI to query the status of push content or to delete it

Solution:

PG – Push Gateway
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High-level architecture:

PG (Push Gateway) procedure:

1. Receive push request or message from PI over Internet, from applications.

2. Store the content, unless it is a streaming content 

3. Perform security check authentication for PI validity, reject service if not authorized 

4. Provisioning: 

· Perform provisioning check from user subscriber profile DB (SPD), black/white lists

· Check user capabilities from subscriber profile DB (SPD) or directly from the MS, reject or convert message if user capabilities are not compatible with the message capabilities

· Check user profile for QoS and other requirements, reject or convert message if not compatible with user QoS.

5. Check User presence - if MS has an active PDP context, and optionally user willingness to receive the message

· When user is absent, the PE subscribes to the presence server in order to receive alert when user becomes available and then send the message to him

6. Take into account the net capabilities and the nature of the message (size, format, priority)

7. Choose the “smartest” way to send the message - preferred bearer and time of delivery 

8. Deliver content to MS and originate notifications (ACK) according to PI request

OR enforce MS to activate PDP context (NRCA), and deliver the content

OR use always-on approach or SIP approach
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PG Architecture:

Detailed PG:

PG is logically composed of several components. 

 Note: LCS service, Presence service and Charging can be shared with other net application.
PE engine:

· Handle the push procedure from PI to MS

· Balance traffic load by controlling message delivery (can delay low priority messages until the net is less busy)
· Select preferable bearer

· Send ACK and confirm delivery notification to the PI

The PE engine can use the following components:

Subscriber profile:

· Information regarding services and application (Authentication if the PI can send content to the MS)

· VHE off/on (i.e. “when roaming to Europe don’t push weather information from home”)

· Policies (i.e. “when roaming don’t deliver video movies”, ”don’t deliver low priority messages after 08:00 PM”)

· Preferences  (i.e. “deliver any movies only with WAP”)

· Priorities (i.e. “urgent messages over SMS only”)

· Subscriber regular capabilities.

· QoS (i.e. “never deliver movies”)

Store and Forward:

· Store content in order to achieve reliable delivery and traffic load balance.

Presence server: 

· Indication if subscriber has active PDP context

· Mapping of MSISDN to dynamic or static IP (if subscriber has active PDP context)

· Subscriber current capabilities on current terminal (capable to accept SMS, SIP, screen size, etc.)

· Optionally – willingness of subscriber to receive messages

· Optionally – subscriber presence on other terminals/means

LCS:

· With compatible definitions in the subscriber profile can improve customized services (e.g. roaming)

· TBD

Charging:

· Subscription charging (i.e. timely charging for the service)

· CDR for any message that passes through the PG.

· Content charging 
· Pre-paid charging
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Data Flow:

Benefits:

Benefits to Application Servers:

· Easier and cheaper building and maintenance of applications without S&F retry mechanism

· Can work with one of several protocols – the AGW can handle several push protocols

· Increased subscriber satisfaction due to reliable delivery and smart services.

· No need to establish legal contracts with PLMN

· Can use delivery classes (i.e. can send messages in off peak time, and reduce costs by this)

· “Send and forget”

Benefits to subscriber:

· Reliable delivery

· Accept message when turning on the MS

· Easier configuration of the services, due to a single interface (subscriber profile DB and not several AS’s)

· Cheaper handset – the handset doesn’t need big storage, nor smart agents in order to inform several AS’s that it is available

· Better services, depending on location and profiles

· Enhanced security 

· Protection against unsolicited mails

Benefits to CN:

· Better resources usage, the PG chooses between the domains and bearers according to net capabilities

· Traffic load balance

· HLR protection from congestion, by using presence DB mapping

· AGW doesn’t need to be standardized 

· Reduce of signaling, one point of contact to presence, and one point of contact to AS’s

· Protection against malicious usage of the net

· No need to establish contracts with AS’s

· Only one push protocol interfaces the net

· Network doesn’t need to have any particular bearer, and can use SMS, GPRS, IMS, WAP

· Increased user satisfaction

· Scalable – when the network grows or upgraded, for example by adding IMS domain, the only change in the PG is the addition of SIP interface
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