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Abstract of the contribution: A new solution for key issue #8 is proposed to address transition between speech and gesture (or text).

1. Discussion
The paper is proposed to address transcoding between speech and gesture (or text) in an IMS Avatar communication in the Key Issue #8:
5.8	Key Issue #8: Support of IMS Avatar Communication
5.8.1	Description
This key issue aims to study enhancements of IMS architecture, interfaces, and procedures to support IMS based Avatar communication. This includes studying following aspects:
-	Define and identify the impacts from Avatar communication between two or more users in the context of IMS.
-	Study the identifiers required for IMS Avatar communication, e.g., identifier for an Avatar representation in IMS, and the association of an Avatar representation with a user.
-	Study whether and how Avatar objects such as an Avatar representation are stored and accessed by the authenticated and authorized UE and/or IMS network nodes avoiding fraud and ensuring privacy.
-	Study whether and how to authorise the use of an Avatar representation in an IMS Avatar communication.
-	Study whether and how to enable service/capability negotiation between UE and IMS network. This includes service/capability negotiation to enable transition, transcoding and rendering of media in an Avatar communication.
-	Study how to enable transition and transcoding between a MMTel session using audio/video codec and IMS Avatar based communication which may use a special Avatar codec.
-	Study how to enable transcoding between speech and gesture (or text) in an IMS Avatar communication.
-	Study how to enable UE based and network based rendering in case of IMS Avatar communication.
NOTE 1:	Transition, transcoding and rendering is based on UE/network capabilities and user preferences.
NOTE 2:	Transition, transcoding, rendering and service/capability negotiation aspects require coordination with SA4.
NOTE 3:	Security and privacy aspects require coordination with SA3.
Transcoding between speech and gesture (or text) can be used in communication with accessibility for hearing-impaired users. Transcoding function is used to enhance Avatar communication: user A uses legacy audio/video media, and the network side media function transcodes voice to Avatar gesture or text by speech recognition. Peer user B will experience with the gesture or text instead of speech from user A.

2. Proposal
It is proposed to capture the following changes into TR 23.700-77.

* * * * Start of Changes * * * * 
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6.25.2.X	Transcoding between speech and gesture (or text) in communication
Figure 6.25.2.X-1 depicts a flow diagram for transcoding between speech and gesture (or text) in communication.
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Figure 6.25.2.X-1 Transcoding procedure between speech and gesture (or text) in communication
The steps in the transition procedure are as follows:
Step. 0 Audio/video IMS session and Bootstrap data channel establishment for both UE A and UE B.
Step. 1 The UE A interacts with XR/AR AS and the UE B to negotiate transcoding between speech from the UE A and gesture or text.
NOTE:	The detailed negotiation procedure will be specified by SA4.
Step. 2 The IMS AS initiates a media re-negotiation with the UE A for anchoring its audio/video media to the MF.
Step. 3 Based on the instruction from XR/AR AS which is transferred via DCSF, the IMS AS initiates A2P application data channel between the MF and the UE B, which is used for gesture information or text transmission between the UE-B and the network.
NOTE:	The execution of Step.2 and 3 is based on the negotiation result of Step. 1.
Step. 4 The UE A sends audio/video media to the MF over RTP.
Step. 5 The MF performs speech transcoding to gesture information or text from the received audio media based on speech recognition technology.
Step. 6 The MF sends gesture information or text to the UE B over application data channel.
Step. 7 The UE B displays Avatar or other types of representation with gesture or text to user; the user experience with Avatar or other types of representation with gesture or text.
Step. 8 (Optional) The UE B also sends gesture information or text to the MF over application data channel; the MF transcodes to speech and sends it to the UE A over RTP. The UE A plays audio media to the user.
* * * * End of Changes * * * * 
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