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Abstract: this paper proposes a new solution on how to add or remove AMF instance dynamically due to energy saving to address KI#3.
1. Introduction
In TR 23.700-66, the KI#3 has the following issue to be studied:
This key issue is to study 5GS enhancements for network energy saving and efficiency. The following aspects should be studied:

‐
Whether and how to enhance the existing operations and procedures to satisfy the energy saving and energy efficiency requirements.

‐
Whether and how to enhance the NF selection/re-selection related functionalities considering energy saving and energy efficiency based on e.g., NF energy states, analytics, and energy related information.

‐
Whether and how to enhance network analytics for network energy saving and network energy efficiency.

‐
What, if any, energy related information (e.g., per QoS flow/PDU session/UE/NF) is required and how it is collected to support 5GS enhancement.

NOTE:
Any potential enhancement impacting the NG-RAN will require coordination with RAN WGs.
To support energy efficiency, it is expected a NF instance within a NF set can be switch on/off per network load. After the NF instance is switched off, the NF instance handling the following signalling need be (re-)selected.  Hence this NF selection/re-selection indeed is related to how to handle the addition or removal of NF insance (within a NF set) dynamically.
One typical NF instance to be considered is the AMF instance, e.g. AMF instance in/out (an AMF set) at day/night time. This contribution discusses how to add or remove AMF instance dynamically due to energy saving.

2. Discussion
5GC architecture has been designed based on principles to support virtualized deployments. In virtualized enviorment, the VNFs can be scaled in/out dynamically based on the load. Conceptually, the 5GC network functions can be added and removed dynamically based on this principle. 
To save energy specially to switch on/off the whole rack/DC, VNFs may be switched on/off, or move VNFs from one rack to another, from one DC to another. For AMF case, this means to switch on/off AMF instances, relocate an AMF instance, and to allocate load based on the energy status of network. 
In TS 23.501 clause 5.21.2, the AMF addition/update and planned removal have been defined from Rel-15. However, the current standard defined mechanism has some limitation that makes it hard to add/remove AMFs instance quickly based on network load and energy saving requirements, or steer loads dynamically among AMF instances based on energy status of AMF instances:

· Frequent AMF VNF addition/removal
Due to energy saving AMF instance may be switched off during non-peak hour, and switched on during peak hour. When a new AMF instance is switched on/off, this event need be aware by NG-RAN. Normally an AMF instantiation can be aware by RAN via OAM and in a steady way, e.g. in serveral days, as the addition of AMF instance does not happen often in the normal AMF maintenance cases. 
However, in the energy saving case, the AMF instance can be changed between on and off quickly, e.g. day/night time change. Hence it is more frequent than the normal planned AMF maintenace and need be quickly aware by all related NG-RAN node. Also one AMF instance can cover a large service area, which may involve a large amount of NG-RAN node. When a new AMF is added, N2 signalling need be exchanged between this new AMF and NG-RANs in the related service area to establish the N2 connection (TNL association). This also means a large amount of signaling need be exchanged for N2 connection establishment in a short time.

Hence in the real deployment the existing standard defined mechanism (relying on the OAM based mechanism) seems not suitable for this frequent AMF addition/removal if we consider the time limitation and the amount of involved NG-RAN nodes. 
· Fast load (re-)balance among AMF instance within the AMF set
It is preferred that the load should be distributed evenly among the AMF instance within the AMF set. This is to avoid un-balance among the AMF instances within the same set. Hence the AMF instance selection policy need to be flexible based on scenarios, e.g. how much AMF instance within the set is in serving and the capacity of each AMF instances within the AMF set.
Per existing specification, if a new AMF instance is added, the following mechanisms are triggered to move some UEs to the new AMF instance:

·   Load Balance: For new UEs who comes into the serving area of the AMF Set first time, RAN can select the new AMF instance based on the weight factor among AMFs within the same AMF set. To speed up the process, at the intial stage the new AMF instance may need be set a high weight factor than its designed capacity. After a while, the weight factor can be adjusted back to its normal weight factor.  Hence different weight factor value may need be notified to NG-RAN node at different time. 
·   Load Re-balance: When one AMF instance is switched off, the AMF instances can instruct RAN to select another AMF instance per GUAMI granularity by sending AMF STATUS INDICATION, e.g. to inform RAN to move all UEs associated with a certain GUAMI to the new AMF instance. This movement of the UEs per GUAMI granularity may be too coarse for load-rebalance, considering AMF usually only configures very few GUAMIs, i.e. the load may want to be distributed evenly to other AMF within the same set. In addition, as it can be seen this mechanism needs coordination among AMF instances within the AMF Set for planning movement of users and notify the related routing policy to the RAN, i.e. how to distribute the user in this AMF instance to other AMF instance. 
All above requires the flexible UE assignment to the AMF instance due to energy saving. This flexible routing policy can be changed per time or per percentage. If this change is related to multi RAN node, the signalling interaction to exchange the routing policy with RAN node is large.
Per above analysis, it seems the existing standard defined mechanism is not suitable for frequent addition or removal of AMF instance. It may introduce a lot of signalling interaction between AMF and NG-RAN node in a short time. 

To support the energy saving and overcome the existing standard restriction we propose to introduce a new network function LLOF (link layer orchestration function). This NF is used to support AMF (re-)selection and avoid impact to NG-RAN node in case of frequent change of AMF instance within the AMF set, e.g. due to enery saving.
3. Proposal

The following is proposed to be added into TR 23.700-66:
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6.0
Mapping of Solutions to Key Issues

Editor's note:
This clause describes the mapping between solutions and key issues.
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* * * * Next change * * * *(All new texts)
6.x
Solution #X: Dynamic addition or removal of AMF instance due to energy saving
6.x.1
Key Issue mapping

This solution addresses KI#3.
6.x.2
Functional Description
Due to energy saving, it is possible the AMF instance can be added or removed dynamically. Comparing the normal AMF instance maintenance, this change may be more frequent. To support the frequent AMF instance change, it should minimize the impact of the addition and removal of AMF instance on N2 connection establishment, flexible routing policy.  Existing mechanism is not suitable for these frequent updates and introduce too much signalling. 
It is proposed to introduce a new 5GC network function LLOF (link layer orchestration function) as following:
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Figure 6.x.2-1 LLOF based solution to support AMF energy saving
With the introduction of the LLOF the AMF instance can be switched on/off easily. Hence it is possible to switch off the AMF instance at the night time to save energy. 
LLOF acts like an N2 proxy, it terminates N2 Node level signalling towards RAN, i.e. the TNL association related siganling, and hides the AMF instances within one AMF set from RAN. For one AMF set the RAN sees only one virtualized AMF. During N2 setup, LLOF sends all GUAMI list supported by AMFs (within one AMF set) within the NG SETUP RESPONSE towards RAN. 

For UE level N2 signalling, the LLOF relays the messages between RAN and AMF instances as following: 
· For UL UE related message, initial NAS message transport, the 5G-S-TMSI and AMF Set ID is included in the Initial UE Message, the LLOF can use this information for AMF instance selection. 
· For UL UE related message, connected mode NAS/N2 message transport, the LLOF uses the AMF NGAP UE ID for the message routing. 
· For the UL non UE related message, the selection of AMF is based on information within the existing N2 message provided by RAN and selection at LLOF is same as RAN selects AMF, e.g. for LCS related non UE N2 measurement report, the selection could be based on NRPPa Transaction ID.
· For the DL non related message, the selection of gNB is based on information provided by AMF and selection at LLOF is same as how AMF selects gNB. 

· When the signalling is exchanged between the LLOF and AMF, the UE context is managed at LLOF similar as the UE context managed at the RAN node, i.e. the LLOF setup/release UE context same as RAN node.
The interface Nx between AMF and LLOF is a service-based interface. This LLOF provides N2 message transfer service, used to transfer UE N2 message as well as non UE N2 messages received from RAN to AMF, and receive DL N2 message to be transfered to RAN from AMF. 
A brief description of the service operation provided by LLOF towards AMF is shown in the following table:

Table 6.x.2-1: NF Services provided by LLOF
	Service Name
	Description
	Consumer

	Nllof_Communication_UEN2MessageTransfer
	Enables an NF consumer to send UE N2 message to RAN through the LLOF.
	AMF

	Nllof_Communication_UEN2MessageNotify
	Notify UE N2 message to AMF
	AMF

	Nllof_Communication_NonUEN2MessageTransfer
	Enables an NF consumer to send Non UE N2 message to RAN through the LLOF.
	AMF

	Nllof_Communication_NonUEN2MessageNotify
	Notify Non N2 message to AMF
	AMF

	Nllof_Communication_N2TransferFailureNotification
	Send notification to AMF if N2 message transfer has failed
	AMF


6.x.3
Procedures
6.x.3.1 General description

AMF removal
In the following Figure 6.x.3-1, when AMF1 is switched off for energy saving, the UEs served by AMF1 will be moved to AMF2 and AMF3. Since RAN node does not see AMF instances behind LLOF, RAN keeps sending UE1 and UE2 related N2 signalling to LLOF. LLOF can detect the state of AMF1, when AMF1 is switched off, based on pre-configured (re)selection rule or instruction from OAM, the LLOF selects AMF2 to serve UE1 and forward UE1 related NAS/N2 signalling to AMF2, and select AMF3 to serve UE2 and forward UE2 related NAS/N2 signalling to AMF3.
Since the UE context is shared among AMF instances of the same set, AMF2/AMF3 can retrieve the UE context from the shared data layer. When the AMF2 and AMF3 receives the UE1/UE2 signaling, GUTI will be reassigned as the received GUTI is not belonged to this AMF instance.
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Figure 6.x.3.1-1 LLOF moves UEs to existing AMFs during AMF removal

AMF Addition

The following Figure 6.x.3.1-2 shows a scenario as a new AMF3 is instantiated during peak hours. Similar to Figure 6.x.3.1-1, RAN does not need to be informed of the addition of new AMF3. However the LLOF can detect addition of a new AMF3, and it can be pre-configured with (re)selection rules or instruction by OAM on how to allocate UEs to the new AMF3. 
The LLOF can not only prioritize the seletion of the new AMF3 for new coming UEs, but also move some existing UEs from AMF1 and AMF2 to AMF3. In figure 6.x.3.1-2, the UE3 is originally served by AMF2 and UE6 is originally served by AMF2, the addition of AMF3 triggers the LLOF decide to move some UEs served by AMF1 and AMF2 to AMF3. For example, the LLOF change the serving AMF of UE3 and UE6 to AMF3, and correspondingly, the recieved NAS/N2 signalling related to these UEs are routed to AMF3. When the AMF3 receives the UE3/UE6 signaling, GUTI will be reassigned as the received GUTI is not belonged to this AMF instance.
As a result, after the AMF3 additon, the load of the AMF instances could be re-balanced as soon as possible.
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Figure 6.x.3.1-2 LLOF moves UEs to new AMFs during AMF addition

Interface with peer 5GC NFs

The LLOF in this solution only handles N2 interface. For peer 5GC NFs, the existing mechanism is re-used. In case the 5GC NF has not been updated with the UE’s new serving AMF, the 5GC NF can detect the AMF removal and addition via NRF notification, and selects another AMF instance in the same set for 5GC NF initiated DL traffic. If the selected AMF instance is different than the one reselected by the LLOF, the DL message can be redirected to the UE’s current serving AMF via HTTP redirection message.

LLOF redundancy and energy saving

The redundancy of LLOF can be achieved with multiple LLOF instances associated to the same AMF Set as in Figure 6.x.3.1-3. 
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Figure 6.x.3.1-3 LLOF redanduncy supported by multiple LLOF instances

Existing specification supports sending multiple AMF TNLs towards RAN. In this case, the AMF set is emulated as one virtual AMF exposed towards RAN. RAN only performs one NG SETUP procedure towards one of the LLOF instances and multiple TNLs associated with different LLOF instances can be provided to RAN. 
In case failure of one LLOF or switch off one LLOF Instance for energy saving, the signalling can be switched to other LLOFs of the same LLOF set based on the multiple TNLs supported by the same virtual AMF.
6.x.3.2 Information flow

6.x.3.2.1 UL UE related N2 message transfer

The following information flow shows how the LLOF transfers UL UE relaged messages between RAN and AMF:
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Figure 6.x.3.2.1-1 UL UE related N2 message transfer
1. UE may send an uplink NAS message to RAN. The uplink message may be an initial NAS message, e.g. registration request or service request that is sent when UE is in CM-IDLE state, or it may be non-initial NAS message, which is sent when UE is in CM-CONNECTED state.
2. RAN sends a UE related N2 message. The N2 message may be triggered by the NAS message received from UE, e.g. to transport the UL NAS message, for this case, the N2 message carries NAS message received from UE. Or, the N2 message could be also triggered by the RAN, e.g. a HO REQUIRED message to trigger N2 handover.

3. The LLOF selects AMF that will handle the N2 message. 
If the N2 message triggers NGAP signalling connection establishment, i.e. UE initial message, the LLOF uses the 5G-S-TMSI and AMF Set ID included in the N2 message to select AMF. If the N2 message has no valid 5G-S-TMSI and AMF Set ID, the LLOF selects an AMF from the AMF set based on weight factor. The LLOF creates UE context for the new NGAP signalling connection, and stores the info of the selected AMF in the UE context. 
If the LLOF has UE context and the AMF stored in the UE context is available, the LLOF may select the AMF based on the context, or another AMF from the same AMF Set due to that the AMF Set has been scaled, e.g. new AMF has been added, or the capacity of AMFs has been changed. If the AMF in the UE context is not available, e.g. being switched off due to energy saving, the LLOF selects another available AMF from the same AMF set, and stores the selected AMF info into the UE context. 
4. The LLOF invokes Nllof_Communication_UEN2MessageNotify request (N2 message) towards the selected AMF. The N2 message included in Nllof_Communication_UEN2MessageNotify request is a same as current design, i.e. conveyed via a container and not need be changed to servie based interface related parameters.
5. AMF handles the received N2 message, as well as the NAS message if avaible.

6. The AMF may need to send a response message to RAN or UE. In this case the AMF invokes Nllof_Communiation_UEN2MessageTransfer Request (N2 message) to LLOF.

7. The LLOF forwards the N2 messsage to the RAN.

8. If the N2 message includes a NAS message, the RAN also forwards the NAS message to UE.

9. If the RAN has failed to transfer the NAS message, it may send NAS non delivery notification.

10. The LLOF may invoke Nllof_Communication_N2TransferFailureNotification request towards AMF, if it has failed to deliver the N2 message or if it has received NAS non delivery notification from RAN.

6.x.3.2.2 DL UE related N2 message transfer in CM-IDLE state

The following information flow shows how the LLOF transfer DL message when the UE is in CM-IDLE state, thus it has no UE context.
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Figure 6.x.3.2.2-1 DL UE related N2 message transfer
1. The AMF has DL N2 or NAS message to transfer when the UE is in CM-IDLE state, for example, the AMF receives a N2 SM message from SMF and paging procedure is to be triggered.

2. The AMF invokes Nllof_Commnication_UEN2MessageTransfer Request (Paging message, registration area) towards LLOF. The Paging message is a N2 message that will be sent to RAN nodes, the registration area is used by the LLOF to selects RAN nodes.
3. The LLOF selects RAN nodes based on the registration area received together with Paging message, and forwards the Paging message to the selected RAN nodes. 
4. The RAN nodes page the UE. 
5. When UE receives paging, it will continue the procedure by sending a service request message to the network. The message transfer and LLOF handling is as described in clause 6.x.3.2.1.
6.x.3.2.3 Non-UE related N2 message transfer

The following information flow shows how non-UE related N2 message is transferred by the LLOF.
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Figure 6.x.3.2.3-1 Non-UE related N2 message transfer
1. Control plane network function, e.g. LMF, may have a downlink Non-UE N2 Message to be transferred to RAN. The CP NF invokes Namf_Communication_NonUeN2MessageTransfer Request (N2 message, Area info) toward AMF. The Area info is used for RAN node selection, it may be TAI List, RAT Selector (ng-eNB or gNB), or Global RAN Node List.

2. The AMF invokes Nllof_Communication_NonUEN2MessageTransfer Request (N2 message, Area info, routing ID) towards the LLOF. The routing ID is used to identify CP NF.

3. The LLOF selects RAN nodes based on the Area info, and forwards the Non UE related N2 message to the selected RAN Node(s) together with the routing ID. The LLOF allocates a new routing ID, and forwards the N2 message to the selected RAN Node(s) together with the new routing ID. The LLOF stores the new routing ID, corresponding AMF info, and the routing ID received in step 2 in a context.
4. When RAN has an uplink N2 message to be sent to the CP NF, the RAN sends Non-UE related N2 message together with the new routing ID to the LLOF.

5. Based on the new routing ID in the N2 message, the LLOF selects the AMF, and identifies the original routing ID received in step 2 in the context.

6. The LLOF invokes Nllof_Communication_NonUEN2MessageNotify Request (N2 message, routing ID) towards the selected AMF.

7. The AMF invokes Namf_Communication_NonUeN2InfoNotify Request (N2 message) towards the CP NF corresponding to the routing ID.
6.x.4
Impacts on existing services, entities and interfaces

No impacts on RAN. 

No impacts on UE.
5GC NF Impact: 

New NF
· Introduce a new 5GC network function LLOF. 

AMF

· A new service based interface is introduced between LLOF and AMF for N2 message transport. 
* * * * End of changes * * * *

LLOF
RAN
AMF2
AMF1
AMF Set
LLOF
RAN
AMF1
AMF Set
UE1
AMF3 Addition
UE2
UE3
AMF2
AMF3
UE4
UE5
UE6
UE1
UE2
UE3
UE4
UE5
UE6



LLOF
AMF
UE
RAN
1. NAS Message
2. N2 Message(NAS message)
3. select AMF
4. Nllof_Communication_UEN2MessageNotify Request/Response
5. AMF handling of the procedure
6. Nllof_Communication_UEN2MessageTransfer Request
7. N2 Message(NAS message)
8. NAS Message
9. NAS Non delivery notification
10. Nllof_Communication_N2TransferFailureNotification request/response



LLOF
RAN
2. Nllof_Communication_UEN2MessageTransfer Request
3. Paging message
AMF
1. AMF has DL message to transfer
UE
4. Paging
5. UE triggered service request



LLOF
CP NF
RAN
4. Non-UE related N2 Message
5. select AMF
6. Nllof_Communication_NonUEN2MessageNotify Request/Response
2. Nllof_Communication_NonUEN2MessageTransfer Request
3. Non-UE related N2 Message
AMF
1. Namf_Communication_NonUeN2MessageTransfer Request
7. Namf_Communication_NonUeN2InfoNotify Request/Response



LLOF
RAN
AMF2
AMF3
AMF Set
LLOF
RAN
AMF1
AMF2
AMF3
AMF Set
UE1
UE1
AMF1 removal
UE2
UE2



RAN
AMF1
AMF2
AMF3
AMF Set
UE
N2
Nx
AMF1
AMF2
AMF3
AMF Set
Nx
LLOF
NAS
NAS
...
LLOF Set



LLOF
RAN
AMF1
AMF2
AMF3
AMF Set
UE
N2
NAS
LLOF
LLOF Set



