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Abstract of the contribution: This contribution proposes a solution for KI#2 to support Vertical Federated Learning between NWDAF and AF.
[bookmark: _Hlk513714389]1	Discussion
As indicated in KI#2: 5GC Support for Vertical Federated Learning, the following aspects need to be studied:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
There are two different scenarios between NWDAF and AF to perform VFL procedure
a) NWDAF triggers VFL procedure acting as the VFL server, with one or more AFs acting as VFL client(s);
b) AF triggers VFL procedure acting as the VFL server, with one or more NWDAFs acting as VFL client(s)
This paper proposes a solution for the above two scenarios. 
2. Proposal
It is proposed to add the following contents to TR 23.700-84.
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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[bookmark: _Toc500949101][bookmark: _Toc92875663][bookmark: _Toc93070687][bookmark: _Toc157534625]This solution is for Key Issue#2: 5GC Support for Vertical Federated Learning.
If an ML model needs to be trained on local data set(s) from data source(s) (e.g. NF and AF), which have different feature spaces for the same samples (e.g. UE IDs), and some data cannot be obtained by the model training logic function directly from data source AF(s) due to data privacy, data security issue, then Vertical Federated Learning mechanism can be used to train the ML model.
There are two different scenarios between NWDAF and AF to perform VFL procedure
a) NWDAF triggers VFL procedure acting as the VFL server, with one or more AFs acting as VFL client(s);
b) AF triggers VFL procedure acting as the VFL server, with one or more NWDAFs acting as VFL client(s)
For scenario a), the NWDAF needs to select one or more AF instances from NRF to participate the VFL procedure, before that the AF(s) should register its VFL related capability into NRF via NEF. The NRF will return one or more AF instance IDs to the NWDAF. The detailed procedure is described in clause 6.x.2.1.1.
For scenario b), the AF needs to select one or more NWDAF instances from NRF via NEF to participate the VFL procedure, before that the NWDAF(s) should register its VFL related capability into NRF. The NRF will return one or more NWDAF instance IDs to NEF. If the NEF directly exposes the NWDAF instance ID to AF (especially untrusted AF), then there may be security risk for operator due to leakage of network element information. Thus, in this case, the NEF needs to hide the NWDAF instance ID by transforming it to a temporary NWDAF ID. The detailed procedure is described in clause 6.x.2.1.2.
For scenario a), NWDAF triggers VFL training procedure with the selected AF(s). Before the VFL training iteration execution, the NWDAF interacts with the AF(s) to prepare for the Vertical Federated Learning procedure, in this preparation procedure samples of training data should be selected and aligned between AF(s) and NWDAF. The detailed procedure of VFL training is described in clause 6.x.2.2.1.
For scenario b), AF triggers VFL training procedure with the selected NWDAF(s). Before the VFL training iteration execution, the AF interacts with the NWDAF(s) to prepare for the Vertical Federated Learning procedure, in this preparation procedure samples of training data should be selected and aligned between AF and NWDAF(s). The detailed procedure of VFL training is described in clause 6.x.2.2.2.
For scenario a), due to the ML model was trained between NWDAF and AF(s) in a distributed manner, the NWDAF can only trigger VFL inference procedure with the selected AF(s) in a distributed manner, which participated in the VFL training procedure. The detailed procedure of VFL training is described in clause 6.x.2.3.1.
For scenario b), due to the ML model was trained between AF and NWDAF(s) in a distributed manner, the AF can only trigger VFL inference procedure with the selected NWDAF(s) in a distributed manner, which participated in the VFL training procedure. The detailed procedure of VFL training is described in clause 6.x.2.3.2.
[bookmark: _Toc157747896][bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc157534626]6.X.2	Procedures
6.x.2.1 Discovery and selection of VFL clients 
6.x.2.1.1 Discovery and selection of AF(s) if NWDAF as the VFL server


Figure 6.x.2.1.1-1: Registration and discovery of AF(s) for VFL
1-3. The AF registers its NF profile as defined in clause 5.2.7.2.2 of TS 23.502 [3], with the difference it includes the Supported VFL capability information (VFL capability type (e.g. VFL Server (VFL active participants) and/or VFL Clients (VFL passive participants)), Time interval supporting VFL) into NRF via NEF. The NRF stores the NF profile of AF a. The Time interval supporting VFL indicates when the AF could coordinate/participant in a VFL procedure. 
NOTE: the untrusted AF could register indirectly via NEF.
4-5. The consumer (e.g. NWDAF acts as VFL server) is to discover the AF(s) supporting VFL via the NRF by invoking the Nnrf_NFDiscovery_Request (including required NF type (e.g. AF type), required VFL capability information) service operation. The NRF notifies the consumer with one or more AF instances IDs. The required VFL capability information may include required VFL capability type (i.e. VFL client), Time period of Interest.

6.x.2.1.2 Discovery and selection of NWDAF(s) if AF as the VFL server 


Figure 6.x.2.1.2-1: Registration and discovery of NWDAF for VFL
1-3. The NWDAF registers its NF profile as defined in clause 5.2.7.2.2 of TS 23.502 [3], with the difference it includes the Supported VFL capability information (VFL capability type (e.g. VFL Server (VFL active participants) and/or VFL Clients (VFL passive participants)), Time interval supporting VFL,) into NRF. The NRF stores the NF profile of NWDAF. The Time interval supporting VFL indicates when the NWDAF could coordinate/participant in a VFL procedure. 
4-8. The consumer (e.g. AF acts as VFL server) is to discover the NWDAF supporting VFL via the NEF by invoking a VFL clients discovery service including required NF type (e.g. NWDAF type), required VFL capability information. The required VFL capability information may include required VFL capability type (i.e. VFL client), Time period of Interest.
The NEF interacts with the NRF by invoking the Nnrf_NFDiscovery_Request including required NF type, required VFL capability information. The NRF notifies the NEF with one or more NWDAF instances. 
The NEF anonymizes NWDAF instances ID(s) into temporary NWDAF ID(s) and returns the temporary NWDAF ID(s) to the AF. 

6.x.2.2  VFL training procedure between NWDAF and AF
6.x.2.2.1 VFL training procedure if NWDAF acts as the VFL server


Figure 6.x.2.2.1-1: VFL training procedure when NWDAF acts as the VFL server
1. If an ML model needs to be trained on local data set(s) from data source(s) (e.g. NF and AF), which have different feature spaces for the same samples (e.g. UE IDs), the NWDAF as the VFL server determines to use Vertical Federated Learning mechanism if some data cannot be obtained directly from data source AF(s) (e.g. due to data privacy, data security).
2. The NWDAF selects AF(s) to participate the Vertical Federated Learning procedure by discovering from the NRF, as described in clause 6.x.2.1.1.
Vertical Federated Learning preparation procedure:
3a-3f. The NWDAF starts samples alignment procedure with AF(s) via NEF with analytics ID, VFL task correlation ID, VFL filter information and sample ID(s) selected by NWDAF, and then it will obtain common sample ID(s) for the VFL task from NEF, which are determined by the NEF comparing sample ID(s) from NWDAF and AF(s).

Vertical Federated Learning execution procedure:
4. To start VFL training procedure, The NWDAF sends VFL training request to NEF including analytics ID, the VFL task correlation ID, VFL filter information and AF instance ID(s) selected in step 2.
5. The NEF transfers the VFL training request to each AF.
6a. Based on local data set, each AF does local model training for the VFL task and generates intermediate result base on it.
6b-6c. Each AF sends the intermediate result to The NWDAF via NEF
6d. The NWDAF aggregates all the intermediate results from each AF to calculate the loss function value, and then generates gradient value corresponding to each AF. And it determines whether the VFL training is converged.
6e-6f. The NWDAF return each gradient value to corresponding AF via NEF.
Step 6a-6f will be repeated until the VFL training procedure is finished. 
6.x.2.2.2 VFL training procedure if AF acts as the VFL server


Figure 6.x.2.2.2-1: VFL training procedure when AF acts as the VFL server
1. If the ML model needs to be trained on local data set(s) from data source(s) (e.g. NF and AF), which have different feature spaces for the same samples (e.g. UE IDs), AF as the VFL server determines to use Vertical Federated Learning mechanism if some data cannot be obtained directly from data source NWDAF(s) (e.g. due to data privacy, data security).
2. The AF selects NWDAF(s) to participate the Vertical Federated Learning procedure by discovering from the NEF and NRF, as described in clause 6.x.2.1.2.
Vertical Federated Learning preparation procedure:
3a-3f. The AF starts samples alignment procedure with NWDAF(s) via NEF with analytics ID, VFL task correlation ID, VFL filter information, AF instance ID(s), sample ID(s) selected by NWDAF and temporary NWDAF ID(s) as defined in 6.x.2.1.2, and then it will obtain common sample ID(s) for the VFL task from NEF, which are determined by the NEF comparing sample ID(s) from AF and NWDAF(s).

Vertical Federated Learning execution procedure:
4. To start VFL training procedure, the AF sends VFL training request to NEF including analytics ID, the VFL task correlation ID, VFL filter information and temporary NWDAF ID(s) selected in step 2.
5. The NEF transfers the VFL training request to each NWDAF.
6a. Based on local data set, each NWDAF does local model training for the VFL task and generates intermediate result base on it.
6b-6c. Each NWDAF sends the intermediate result to the AF via NEF
6d. The AF aggregates all the intermediate results from each NWDAF to calculate the loss function value, and then generates gradient value corresponding to each NWDAF. And it determines whether the VFL training is converged.
6e-6f. The AF return each gradient value to corresponding NWDAF via NEF with temporary NWDAF ID(s).
[bookmark: _GoBack]Step 6a-6f will be repeated until the VFL training procedure is finished. 
6.x.2.3  VFL inference procedure between NWDAF and AF
6.x.2.3.1 VFL inference procedure if NWDAF acts as the VFL server


Figure 6.x.2.3.1-1: VFL inference procedure when NWDAF acts as the VFL server
1.  To obtain analytics, the NF consumer sends analytics info request to NWDAF with analytics ID, Target of Analytics Reporting and analytics filter.
2.  For the analytics info request, if the NWDAF as the VFL server decides to do distributed inference based on the distributed ML model trained via VFL mechanism, it determines the VFL task correlation ID, VFL filter information and corresponding AF instance ID(s), which participated the VFL training procedure to train the distributed ML model.
3-4. The NWDAF sends VFL inference request to corresponding AF(s) via NEF with the VFL task correlation ID, VFL filter information and corresponding AF instance ID(s)
5.  Each AF generates intermediated result based on local input data using the trained local model corresponding to the VFL task correlation ID.
6-7. Each AF sends the intermediated result to the NWDAF as the VFL server via NEF.
8. The NWDAF as the VFL server aggregates the intermediated result from each AF(s).
9. the NWDAF sends analytics info response to the NF consumer with the generated final result.


6.x.2.3.2 VFL inference procedure if AF acts as the coordinator


Figure 6.x.2.3.2-1: VFL inference procedure when AF acts as the VFL server
1. To obtain analytics, the NF consumer sends analytics info request to AF with analytics ID, Target of Analytics Reporting and analytics filter.
2.  For the analytics info request, if the AF as the VFL server decides to do distributed inference based on the distributed ML model trained via VFL mechanism, it determines the VFL task correlation ID, VFL filter information and corresponding temporary NWDAF instance ID(s), which participated the VFL training procedure to train the distributed ML model.
3-4. The AF sends VFL inference request to corresponding NWDAF(s) via NEF with the VFL task correlation ID, VFL filter information and corresponding temporary NWDAF ID(s)
5.  Each NWDAF generates intermediated result based on local input data using the trained local model corresponding to the VFL task correlation ID.
6-7. Each NWDAF sends the intermediated result to the AF as the VFL server via NEF with the temporary NWDAF ID(s).
8. The AF as the VFL server aggregates the intermediated result from each NWDAF(s).
9. the AF sends analytics info response to the NF consumer with the generated final result.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
NWDAF:
-	Determine to use Vertical Federated Learning mechanism to train ML model if some features cannot be obtained directly from data producer AF;
-	Discover and select AF to participate the Vertical Federated Learning procedure;
-	Interact with AF(s) to perform VFL training and VFL inference;
AF:
-	Determine to use Vertical Federated Learning mechanism to train ML model if some features cannot be obtained directly from data producer NWDAF;
-	Discover and select NWDAF(s) from NW to participate the Vertical Federated Learning procedure, which is indicated by temporary NWDAF ID(s)
-	Interact with NWDAF(s) to perform VFL training and VFL inference;

NEF:
· Discover NWDAF(s) as the VFL clients for AF to participate the VFL training, and indicate it to AF using temporary NWDAF ID(s).
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