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Abstract of the contribution: It is proposed a new solution to support AF initiating VFL with one or multiple NWDAF(s).
1. Discussion
[bookmark: _Hlk513714389]This contribution proposes a solution for KI#2: 5GC Support for Vertical Federated Learning. The corresponding key issue is described as below.
This key issue aims to provide solutions for enabling 5GC support for vertical federated learning (VFL) involving NWDAF and/or AF, where no raw data need to be exchanged but some level of coordination is still required when training and inference are performed on local models. In particular, datasets used for each local model need to share the same samples while holding different features.
In Rel-18, ML model sharing between NWDAFs has been studied as a part of Horizontal Federated Learning. However, federated learning between NWDAF and AF has not been studied (e.g. when the NWDAFs and/or AFs are in different domains, locations, regions etc).
Vertical Federated Learning (VFL) can be considered as an alternative mechanism for distributed functionalities of an ML model. Note that, as scoped in Rel-19, NWDAF and/or AF may be involved for VFL.
This Key Issue aims to study architecture enhancement to support VFL, which allows the cooperative AI/ML training and inference with the following aspects:
-	Identify VFL use cases and under which conditions, and for which entities these VFL use cases show that VFL is justified to train ML models.
-	Whether and how to support architecture enhancement for supporting VFL for model training and/or inference. In particular:
-	Whether and how the existing NF discovery and selection needs to be enhanced.
-	Whether and how ML Model training and/or inference related procedures need to be enhanced to support VFL.
-	Whether and how to do performance monitoring for the ML model trained via VFL.
-	Whether and how to provide ML Models to the participants in the VFL training process.
-	How to support sample and feature alignment among the participating network entities when performing VFL.
NOTE 1: 	Application layer-based VFL requiring communication between AFs and/or UEs application client, is out of scope.
NOTE 2:	During the study on this KI, consultation with SA WG3 is required for handling security aspects.
NOTE 3:	RAN and UE aspects are out of scope.
NOTE 4:	The existing procedures defined for Horizontal FL in TS 23.288 [5] will be taken into account when studying the procedure for VFL.
This solution proposes to address 5GC Support for Vertical Federated Learning towards Scenario 2 in Use Case #5 where the VFL is initiated by AF, more specifically, to address the highlighted aspects in this scenario.
2. Proposal
It is proposed to adopt the following text in TR 23.700-84.

* * * * First Change * * * *
[bookmark: _Toc26431228][bookmark: _Toc30694626][bookmark: _Toc43906648][bookmark: _Toc43906764][bookmark: _Toc44311890][bookmark: _Toc50536532][bookmark: _Toc54930304][bookmark: _Toc54968109][bookmark: _Toc57236431][bookmark: _Toc57236594][bookmark: _Toc57530235][bookmark: _Toc57532436][bookmark: _Toc153792591][bookmark: _Toc153792676][bookmark: _Toc157534621][bookmark: _Toc160781896][bookmark: _Toc22192650][bookmark: _Toc23402388][bookmark: _Toc23402418][bookmark: _Toc26386423][bookmark: _Toc26431229][bookmark: _Toc30694627][bookmark: _Toc43906649][bookmark: _Toc43906765][bookmark: _Toc44311891][bookmark: _Toc50536533][bookmark: _Toc54930305][bookmark: _Toc54968110][bookmark: _Toc57236432][bookmark: _Toc57236595][bookmark: _Toc57530236][bookmark: _Toc57532437][bookmark: _Toc153792592][bookmark: _Toc153792677][bookmark: _Toc157534622][bookmark: _Toc157580448][bookmark: _Toc16839382]6	Solutions
[bookmark: _Toc160781897]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
	
	Key Issues
	Use cases (optional)

	Solutions
	1
	2
	3
	4
	1
	2
	3
	4
	5
	6

	#1
	X
	
	
	
	
	
	
	
	
	

	#2
	X
	
	
	
	
	
	
	
	
	

	#3
	X
	
	
	
	
	
	
	
	
	

	#4
	X
	
	
	
	
	
	
	
	
	

	#5
	X
	
	
	
	
	
	
	
	
	

	#6
	X
	
	
	
	
	
	
	
	
	

	#X
	
	X
	
	
	
	
	
	
	X
	



* * * * Second Change (All new) * * * *
[bookmark: _Toc500949097][bookmark: _Toc92875660][bookmark: _Toc93070684][bookmark: _Toc157534623][bookmark: _Toc157580449]6.X	Solution #X: <Model training and obtaining for AI/ML based positioning>
[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc157534624][bookmark: _Toc157580450]6.X.1	Description
This solution is proposed to address Key Issue #2: 5GC Support for Vertical Federated Learning, and based on the Use Case #5.
In Use Case #5, two scenarios are identified:
	Scenario 1: NWDAF initiates VFL training process.
	Scenario 2: AF initiates VFL training process.
This solution focuses on scenario 2 where AF is the active participant with label while NWDAF(s) is the passive participant(s).
In VFL, it is required active participant and passive participant have same samples and different features of the same sample identity before the model training. This solution proposed a preparation process used to have a negotiation between active participant (AF) and passive participant (NWDAF) to ensure they share the same sample space, i.e. same UEs and identify the features before the VFL model training. In this process, NEF is responsible for candidate passive participant discovery and willingness checking. 
If the samples provided by the AF involve multiple NWDAFs, e.g. the UEs served by the AF are served by multiple NWDAFs since the AF and the NWDAFs have different service area, the NEF will map the samples into multiple sub-samples and return result per sub-sample in one response to the AF. When the AF receive the response, it may decide whether to start VFL model training with following three options:
- Option1: maintain the sample space to start VFL model training with multiple NWDAFs;
- Option 2: reduce the sample space to ensure to start VFL model training with only one NWDAF;
- Option 3: stop the VFL process.
In the process of VFL model training, the AF and NWDAF(s) exchange intermedia data, and then, loss and gradient are calculated to update their corresponding local model. The VFL model training process will iterate until the AF determines the model performance satisfies requirement based on comparing with the label.
[bookmark: _Toc92875663][bookmark: _Toc93070687][bookmark: _Toc157534625][bookmark: _Toc157580451]6.X.2	Procedures
Figure 6.X.2-1 illustrates the procedure for model obtaining and training of AI/ML based positioning model.


Figure 6.X.2-1: Model obtaining and training for AI/ML based positioning model
1. The Active participant (e.g. AF) sends VFL initiation request to NEF by indicating Analytics ID (e.g. Observed Service Experience), application ID, samples (e.g. External UE IDs), features, filter information (e.g. Area of Interest).
2. Based on the request from AF, the NEF authorizes the request information and applies parameter mapping (e.g. external UE IDs mapping to internal UE IDs, geographical area mapping to TA(s)/ Cell-id(s)).
The NEF requests for passive participant discovery from NRF by invoking Nnrf_NFDiscovery_Request service operation with the requested information provided by the AF.
3. The NRF returns available NWDAF(s) to the NEF by invoking Nnrf_NFDiscovery_Request response.
If the samples involve multiple NWDAFs, the NRF will return all these NWDAFs and their corresponding sub-samples (e.g. serving UE list of each NWDAF) to the NEF.
4. The NEF sends VFL initiation request to NWDAF(s) to check whether the candidate NWDAF(s) can meet the VFL requirement.
If NWDAFs involved, the NEF map the samples into sub-samples which are corresponding to each NWDAF and sends the VFL initiation request to each NWDAF, respectively.
5. The NWDAF(s) collects data from other NFs based on the VFL initiation request, and then aligns samples to ensure they are the subsets of the samples provided by the AF and determines features can be provided. 
6. The NWDAF(s) sends VFL initiation response to the NEF, including samples, features if it is willing to join the VFL, and reason(s) if it is not willing to join the VFL.
7. [Optional] If multiple NWDAFs involved, the NEF aggregates the VFL initiation responses from NWDAFs.
8. The NEF sends the VFL initiation response to AF.
9. The AF determines whether start VFL model training based on VFL initiation response. If multiple NWDAFs involve, the AF will determine to reduce the samples to map the samples provided by only one NWDAF, or start VFL model training with multiple NWDAFs, respectively.
The AF sends VFL model training subscription to the NEF, including Analytics ID, samples, features, initial model parameters if it is the first round of this VFL model training, and intermedia data calculated based on label if it is not the first round of this VFL model training.
10. The NEF applies parameter mapping and sends the VFL model training subscription to its corresponding NWDAF.
11. The NWDAF(s) updates the model based on the data from VFL model training subscription and collected data. If it needed, the NWDAF further collects input data to ensure the real-time performance of sample data.
12. The NWDAF(s) sends the VFL model training notification to the NEF, including Analytics ID, samples, features, intermedia data calculated in NWDAF side.
13. The NEF sends the VFL model training notification to the AF.
If multiple NWDAFs involved, the NEF may aggregate the VFL model training notifications from NWDAFs and send them in one notification to reduce redundant signallings.
Step 9-Step 14 repeat until the AF determines the model satisfies the requirements.
14. The AF sends the VFL model training unsubscription to the NEF including termination notification.
[bookmark: _GoBack]15. The NEF applies parameter mapping and sends the VFL model training unsubscription to its corresponding NWDAF(s).
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc157534626][bookmark: _Toc157580452]6.X.3	Impacts on services, entities and interfaces
AF:
- supports of VFL initiation request and VFL model training subscription;
- support of VFL intermedia data calculate and exchange procedure.
NEF:
- supports of VFL passive participant discovery;
- supports of sample space mapping.
NWDAF:
- supports of VFL sample alignment and feature identification;
- supports of VFL local model training, intermedia data calculate and exchange procedure.
* * * * End of Change * * * 
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