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Abstract: This paper proposes a new Sol#X for KI#4 which is about NWDAF enhancements to support network abnormal behvaiours (i.e., Signalling storm) mitigation and prevention.

1	Rationale
KI #4 expressed in [1] is about mitigation and prevention of network abnormal behaviour i.e., signalling storm by enhancing NWDAF’s functionalities and this paper proposes a solution to this KI.
Possible sources of signalling storm in the network can be software error in an NF, incompatible interfaces between network entities, etc. Hence, it is crucial to prevent degradation in network performance and service experience, by predicting signalling storm in the network.
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2	Detailed proposal

* * * * First change * * * *
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Table 6.0-1: Mapping of Solutions to Key Issues
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6.X	Solution #X: NWDAF-assisted network abnormal behaviour prevention and mitigation
[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc157534624][bookmark: _Toc157580450]6.X.1	Description
[bookmark: _Toc500949101]This solution addresses following items in Key Issue #4:
-	Whether and how existing analytics or new analytics can be used to assist detection and prediction of signalling storm, including aspects of input /output data that needs to be collected/provided by the NWDAF.
-	What NF(s) will be consumer of such analytics and whether and how they can use them. 
Moreover, the proposed solution assumes the following:
-	MDAF/MDAS can generate analytics data and predict NF failure.
-	OAM has the authority to configure NFs in 5GC.
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Figure 6.x.1.1-1 depicts the architecture of the proposed solution, where OAM is the service consumer of analytics reports from NWDAF and analytics data from MDAF.




Figure 6.x.1.1-1: Proposed architecture for NWDAF-assisted and OAM-based signaling storm prevention and mitigation.
In this solution, OAM subscribes to NWDAF and MDAF to receive prediction about network abnormal behaviour i.e., signaling storm or various type of existing analytics reports and data e.g., NF load, fault management analysis, etc., (see clause 6.x.1.2). Based on the received analytics reports and data, OAM will decide what action(s) to trigger, to prevent or mitigate the impact of abnormal behaviour to be propagated to other entities in the network by e.g., re-configuring NFs or updating the status of the misbehaved NF, etc.
6.x.1.2	Analytics reports from NWDAF for network abnormal behviour
In Table 6.x.1.2-1 relevant data that are conveyed by NWDAF using existing analytics reports are listed. Existing analytics reports reveal quite diverse information about possible abnormal behaviour in the network which means indications about resources as well as area of interest, target period of analytics and NF instances are already covered.

	Analytics Id
	Output
	Note

	NF Load
	NF status
	The availability status of the NF on the Analytics target period, expressed as a percentage of time per status value (registered, suspended, undiscoverable)

	
	NF resource usage
	The average usage of assigned resources (CPU, memory, disk)

	
	NF load
	The average load of the NF instance over the Analytics target period

	
	NF peak load
	The maximum load of the NF instance over the Analytics target period

	
	NF load per area of interest
	Average load of the NF instances over the area of interest

	Slice load level related network data
	Resource usage
	Usage of assigned virtual resources for the NF instances

	
	Resource usage threshold
	Number of times that resource usage threshold is met or exceeded

	
	Load level
	The load level of network slice instance

	
	Crossed load level threshold
	An indication on whether the load level is met or exceeded


Table 6.x.1.2-1: Existing analytics IDs supported by NWDAF with relevant data related to abnormal behaviour in the network i.e., signalling storm.

Editor's note: 	It is FFS to decide whether existing analytics reports from NWDAF are sufficient to provide information to support OAM by providing information about network abnormal behaviour i.e., signalling storm, or new analytics ID shall be added.
Editor's note: 	It is FFS to decide whether existing data analytics from MDAF are sufficient to extract information about network abnormal behaviour i.e., signalling storm, or new data analytics shall be added.
[bookmark: _Toc92875663][bookmark: _Toc93070687][bookmark: _Toc157534625][bookmark: _Toc157580451]6.X.2	Procedures


Figure 6.x.2-1: Sequence diagram of OAM-based solution where NWDAF and MDAF provide analytics reports and data to assist OAM proactively prevent or mitigate impact of network abnormal behaviour i.e., signalling storm.
The sequence diagram shown in Figure 6.x.2-1 consists of following steps:
1.	OAM domain subscribes to NWDAF to receive analytics report.
2.	OAM domain receives analytics report from NWDAF.
3.	Based on the analytics report and data from NWDAF and MDAF, OAM decides what action to take to prevent or mitigate the impact of signalling storm.
4.	[Optional] OAM applies action(s) on NRF.
5.	[Optional] OAM applies actions e.g., re-configuring the NF, that might be the source of signalling storm in the network.
6.	[Optional] OAM applies actions on the service consumer NF(s) that might be affected by signalling storm.
Editor's note:	It is FFS to elaborate what kind of actions are applied by OAM.
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc157534626][bookmark: _Toc157580452]6.X.3	Impacts on services, entities and interfaces
Editor's note:	It is FFS to identify impact on other entities, services, and interfaces.
* * * *End of changes * * * *
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