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Abstract: This contribution proposes a solution for KI#1 about model training of LMF-side model at NWDAF and performing inference at LMF for direct AI/ML positioning
[bookmark: _Toc352077766]1. Discussion
In this contribution, we propose a solution to train and share ML model that outputs the UE locations. This solution suggests the training of the direct positioning AI/ML model is done by NWDAF and the inference of the trained model is done by LMF. By doing so, some data collection can be avoided during the inference phase, because LMF may have some of the inference data. Therefore, the inference speed is faster than performing inference at NWDAF with lower latency for in-time UE positioning task.
2. Proposal
[bookmark: _Toc97057841][bookmark: _Toc97057914][bookmark: _Toc510604409][bookmark: _Toc97052459][bookmark: _Toc97052787][bookmark: _Toc326248711]This paper proposes to add a solution for Key Issue #1 to TR23.700-84 as follows.
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[bookmark: _Toc26386423][bookmark: _Toc157580448][bookmark: _Toc153792592][bookmark: _Toc44311891][bookmark: _Toc26431229][bookmark: _Toc23402418][bookmark: _Toc30694627][bookmark: _Toc43906765][bookmark: _Toc54930305][bookmark: _Toc22192650][bookmark: _Toc153792677][bookmark: _Toc57236595][bookmark: _Toc50536533][bookmark: _Toc157534622][bookmark: _Toc43906649][bookmark: _Toc23402388][bookmark: _Toc57532437][bookmark: _Toc57530236][bookmark: _Toc57236432][bookmark: _Toc54968110][bookmark: _Toc16839382]6.0	Mapping of Solutions to Key Issues
Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
	
	Key Issues
	Use cases (optional)

	Solutions
	<Key Issue #1>
	<Key Issue #2>
	<use case #x>
	<use case #y>

	#1
	X
	
	
	

	#2
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[bookmark: startOfAnnexes][bookmark: _Toc500949097][bookmark: _Toc92875660][bookmark: _Toc93070684][bookmark: _Toc146539438]6.x	Solution #X: Training of the AI/ML positioning model 
[bookmark: _Toc500949099][bookmark: _Toc93070686][bookmark: _Toc92875662][bookmark: _Toc146539440]6.x.1	Functional Description
[bookmark: _Toc500949101]A request of  LMF-side model that outputs location of a specific UE is provided by the service consumer. After training of the ML model, the NWDAF provides the trained ML model to the service consumer(e.g. LMF) and the service consumer can perform inference afterwards. 
Although the service consumer can obtain UE location from AMF/LCS, but the accuracy may not be enough. Therefore, an enhancement of the existing NWDAF is needed, to train the ML model with measurement data and provide a more accurate location estimate of an UE.

6.x.1.1	Input of model training
	Information
	Source
	Description

	Measurements
	


LCS
TBD


	

	>Measurement data
	
	The measurement data collected by LMF.

	>Positioning method
	
	The positioning method corresponding to the measurement data.

	    >Time stamp
	
	Time stamp of measurement data

	Ground truth data
	 TBD
	The Ground truth data for the LMF-side model training


Table 6.x.1.1-1: Data Collected for LMF-side model training.
The information may collect by the NWDAF for LMF-side model training is defined in Table 6.x.1.1-1. 
Editor’s Note: 	It is FFS to determine what Measurements, Ground truth data or other and how data to be collected for LMF-side model training. Coordination with RAN WG is needed.
Editor’s Note: 	The ground truth data for LMF-side model is ground truth UE location, and how to collect the ground truth UE location is FFS.
[bookmark: _GoBack]The trained LMF-side model shall be able to calculate UE location.

6.x.1.2	Output ofmodel training
	Information
	Description

	UE location information
	

	>UE Location
	UE location prediction


>TimestampTime stamp for the UE locationTable 6.x.1.2-1: The output of LMF-side model.
[bookmark: _Toc92875663][bookmark: _Toc146539441][bookmark: _Toc93070687]6.x.2	Procedures
[bookmark: _Toc92875664][bookmark: _Toc146539442][bookmark: _Toc93070688]The NWDAF can provide trained LMF-side model to consumer as follow:
NWDAF
NWDAF consumer

1. Nnwdaf_ModelProvision_subscribe

2. Data collection


3. Model training

4.Nnwdaf_ModelProvision_notify

5. Inference



If the consumer request a trained model in step 1, the NWDAF provides the trained model to the consumer with the training input data information and ML model interoperability information to help the consumer perform inference.
1.  NWDAF consumer(e.g. LMF) subscribe to NWDAF by using existing procedure to obtain LMF-side model.
2. The NWDAF collects training data specified in the Table 6.x.1.1-1 from the GLMC. 
Editor’s Note: 	It is FFS to determine the data collection procedure for model training..The GMLC interacts within LCS, i.e.    with AMF/LMF as described in TS 23.273 [X], to obtain training data.
3. The NWDAF performs model training base on the collected training data.
4.  The NWDAF provides the trained model to the consumer with the training input data information and ML model interoperability information to help the consumer perform inference.
5. The consumer can perform inference afterwards.
NOTE: Whether and how to trigger inference is not in the scope of this solution.
Editor’s Note: 	Whether the LMF is a standalone NF or co-located with AnLF for model inference is FFS.

6.x.3	Impacts on existing services, entities and interfaces
To implement the proposed solution, the NWDAF should support the proposed model training with input data(listed in table 6.x.1.1-1) collection capability. The trained model shall have the ability to calculate UE locationgenerate the outputs listed in table 6.x.1.2-1. Besides, the NWDAF shall be able to provide the trained model to consumer. 
---------- End of change ----------

