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1. Discussion
1.1	Overview
FS_NG_RTC_Ph2 [1] has identified several work tasks, including WT-5, which intends to study whether and how the IMS architecture, procedures and interfaces may need to be enhanced to support Avatar calls. Key issue #8 of TR 23.700-77 details the aspects that need to be studied and these are replicated in the following list:
· Define and identify the impacts from Avatar communication between two or more users in the context of IMS
· Study the identifiers required for IMS Avatar communication, e.g. identifier for an Avatar representation in IMS, and the association of an Avatar representation with a user, 
· Study whether and how Avatar objects such as an Avatar representation are stored and accessed by the authenticated and authorized UE and/or IMS network nodes avoiding fraud and ensuring privacy.
· Study whether and how to authorize the use of an Avatar representation in an IMS Avatar communication,
· Study whether and how to enable service/capability negotiation between UE and IMS network. This includes service/capability negotiation to enable transition, transcoding and rendering of media in an Avatar communication.
· Study how to enable transition and transcoding between MMTel session using audio/video codec and IMS Avatar based communication which may use a special Avatar codec,
· Study how to enable transcoding between speech and gesture (or text) in an IMS Avatar communication,
· Study how to enable UE based and network-based rendering in case of IMS Avatar communication.
It also states that transition, transcoding and service/capability negotiation aspects require coordination with SA WG4.
In this paper, we propose a solution to address these aspects of the key issue in a way that aligns with the SA4 progress on Avatar and their identified Avatar reference architecture.
1.2	SA4 Reference Architecture 
TR 26.813[2] documents use cases, existing representation formats, and a reference architecture for Avatar communication. The following figure depicts the so far agreed Avatar reference architecture.

As the figure depicts, the following abstract functions are defined in [2]:
· Avatar Storage: an entity that offers storage of base Avatars. This entity may be offered by the 5G System, a 3rd party entity, or the local storage of the user’s devices. The Avatar Storage ensures proper access to the base Avatar and any related data, including authorization of avatar usage rights. The Authentication functionality should be able to map and identify the ownership of an avatar.

· Avatar Animation: depending on the Avatar representation format, this entity retrieves the base Avatar, receives representation format-specific animation data streams, and performs the Avatar animation to produce the animated Avatar that will be used in the rendering process. 
[Note that some animation approaches may not need to rely on the 3D base avatar, instead they directly produce rendered 2D view of the Avatar.]

· Scene Management: creates and composes the shared 3D scene for all participants. It integrates a description of the user’s Avatar and updates its position and orientation based on the user’s pose. The updated scene is shared with all participants.

· Animation data generation: generating animation data from raw signals. The raw signals may come from cameras, microphones, and specialized motion capturing devices, etc. For example, through the current functional element, the video captured by the camera can be converted into facial feature points, and the audio captured by the microphone can be converted into text, etc.

Base Avatar Generation: generates the Base Avatar from the inputs such as captured video from camera and other sensors information. Note that this might be done online or offline.

2.	Text proposal
It is proposed to agree the following changes vs. TS 23.700-77:
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6.Z.1.1	Function Mapping
The NG-RTC IMS architecture is defined in TS 23.228 [5] clause AC.9.2 and is shown below. 


[bookmark: _CRFigure4_15_6_141]Figure 6.Z.1.1-1: Architecture to support AR communication (Rel-18)

The AR Application Server is responsible for setting up the scene and adding the participant’s Avatars to the scene. It performs the functionality of Scene Management. The XR Application Server is responsible for creating and updating the scene description. It receives from each participant that desires to add an Avatar, information about access to their Avatar. It then updates the scene description accordingly and distributes the updated scene description to all participants. This exchange happens over the data channel via the MF/MRF. 
The Avatar Storage functionality is mapped to a new network function, the Digital Asset Repository (DAR). The DAR stores the base Avatar model together with all associated digital assets, such as personalized accessories and garments. The user may at any time prior to a call update their Avatar, add/remove accessories, and set their default look. At the start of a call, the user may decide to change the selected accessories and garments. The DAR ensures only appropriate and authorized access to the subset of data that is used by other participants for the user’s Avatar. The base Avatar generation function is assumed to be done at the UE or in the cloud using 3rd party services and is not reflected in the IMS architecture. Once the base Avatar model is generated, it is uploaded by the UE to the DAR, which verifies its compatibility and associates it with the user credentials.
The Avatar animation function, if performed at the network, would be performed by the MRF/MF.
6.Z.1.2	Architecture Enhancements
As discussed in 6.Z.1.1, enhancements to the IMS architecture are anticipated to provide support for Avatars in AR calls. The following figure depicts the enhanced architecture for AR calls with Avatars.

Figure 6.Z.1.2-1: Enhanced architecture for AR calls with Avatars
The Digital Asset Repository (DAR):
-	The DAR stores Avatar assets, which include the base Avatar model and any personalized accessories. The assets are associated with a particular user and access to them is restricted. The owner is able to update the assets that are stored in the DAR. Participants in an AR call are authorized to access the base Avatar and a selected subset of accessories during the lifetime of the call. 
Editor’s Note:	Whether DAR is to be standardized in SA2 is FFS.
The following new reference points are added:
-	DAR1: Reference point between the UE and the DAR. It is used by the UE to upload and update the base Avatar model and its associated accessories. The UE uses DAR1 to set the default Avatar configuration for future AR calls (e.g. which garments the Avatar has on). This configuration may also be updated at the start or during an ongoing AR call. The reference point is also used to temporarily authorize other participants to access the selected subset of the Avatar for the AR call. 
-	DAR2: Reference point between the UE or MF/MRF to access the base Avatar model of another participant at the start or during an AR call. The assets may be accessed separately and at different levels of detail. The access is restricted to authorized users. This authorization may include the necessary decryption keys/licenses to decrypt the Avatar assets.
NOTE:	How DAR1 and DAR2 reference points are secured and authenticated is to be determined by SA3.
6.Z.2	Procedures
The procedures in this section are based on the following assumptions:
-	Animation of the Avatar is either done on the receiving UE (UE-B) or is delegated to the MF/MRF.
-	Network rendering is not performed but can easily be added as an independent step to the AR call.
The following figure depicts the call flow that is used to establish and operate an AR call with at least one participant offering an Avatar representation of themselves. 


The main steps of the call flow are as follows:
1.	UE-A generates or updates a conformant Avatar representation of the user and uploads it to the Digital Asset Repository. The representation may include the Avatar base model as well as other accessories, such as garments. UE-A may upgrade each of the components independently.
2.	UE-A and UE-B establish an IMS session that includes audio, video, and a bootstrap data channel that is used to distribute the initial scene description to both participants. The scene description is downloaded to the UEs per the request of UEs.
3.	The AR Application Server generates the scene for the AR session and sends it over the data channel to the MF/MRF. The scene may include an Avatar representation of UE-A and UE-B. The AR Application Server may update the scene during the lifetime of the IMS session by sending scene updates to the receivers.
4.	The MF/MRF forwards the scene description to UE-A and UE-B over the established data channel. Each participant may share their own proposed updates to the scene, e.g. by adding new nodes.
5.	UE-B discovers the presence of UE-A’s Avatar in the scene. If UE-B determines to apply Avatar communication, UE-B sends a request to the Digital Asset Repository to access UE-A’s Avatar base model. 
Editor’s Note:	How UE-B access the Avatar base model and the security consideration is FFS.
6.	The Digital Asset Repository authorizes UE-B’s access to UE-A’s Avatar base model for the duration of the call. This step may involve the checking of the IMS session details and the authentication of UE-B. It may also include the checking of which assets and which level of details are to be shared.
7.	If successfully authorized, the Digital Asset Repository shares the selected subset of UE-A’s Avatar base model and assets with UE-B.
NOTE:	Steps 5-7 are optional and may be performed between MF/MRF and DAR, in case the animation is performed at the MF/MRF instead of at UE-B. The communication between DAR and UE-B or MF/MRF is via HTTPS.
There are two alternatives for the animation process:
Option A: Animation at the receiver:
8.	In case the animation streams are generated at the sender (UE-A), UE-A uses its input data, e.g. the camera feeds and the user voice to generate the animation streams.
9.	UE-A then sends the animation streams to the MF/MRF.
10.	Alternatively, UE-A sends the media streams that are used to generate the animation streams to the MF/MRF. These streams may include video streams from user’s cameras and/or user’s captured audio streams.
11.	In that case, the MF/MRF generates the animation streams from the received media streams.
12.	The MF/MRF then sends the animation streams, which it received from UE-A or generated itself, to UE-B.
13.	UE-B animates UE-A’s Avatar based on the downloaded Avatar base model and the received animation streams and then renders it as part of the scene.
Option B: Animation at the MF/MRF:
14.	In case the animation streams are generated at the sender (UE-A), UE-A uses its input data, e.g. the camera feeds and the user voice to generate the animation streams.
15.	UE-A then sends the animation streams to the MF/MRF.
16.	Alternatively, UE-A sends the media streams that are used to generate the animation streams to the MF/MRF. These streams may include video streams from user’s cameras and/or user’s captured audio streams.
17.	In that case, the MF/MRF generates the animation streams from the received media streams.
18.	The MF/MRF animates and reconstructs UE-A’s Avatar using the animation streams to match the current user’s body pose and facial expressions. The output of this step may be a retargeted 3D mesh.
19.	The reconstructed 3D Avatar is then sent to UE-B for rendering.
NOTE:	Which entity is selected for the generation of animation stream and proceeding of Avatar animation is determined based on UE capabilities and network policy. How to negotiate the Avatar related capabilities is out of SA2 scope.
[bookmark: _Toc148590875][bookmark: _Toc23254044][bookmark: _Toc16419][bookmark: _Toc151785986]6.Z.3	Impacts on existing services, entities and interfaces
DAR impacts:
-	Receive uploaded Avatar representation from UE.
-	Store or update Avatar representation.
-	Receive requests of Avatar representation.
-	Authorize access of Avatar representation.
-	Share Avatar representation to the authorized UE.
MF/MRF impacts:
-	Receive animation streams.
-	Send animation streams.
-	Generate the animation streams from the received media streams.
-	Animates and reconstructs UE s Avatar.
AR AS impacts:
-	Manage the scene description received from XR Application Server and add the participant’s Avatars to the scene.

>>>>END OF CHANGES<<<<
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