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Abstract of the contribution: It is proposed to update key issue #3 on support of cloud application traffic routing between two DNs.
1. Discussion
[bookmark: _Hlk513714389]This contribution proposes to update the Key Issue 3: EC Traffic Routing between local part of DN and central part of DN. 
In SA2#160AHE, work task #2 of the SID has been revised and the work task #2 of the FS_eEDGE_5GC_ph3 revised SID (S2-2401623) is shown as below.
WT#2) 
-	Whether and how to support traffic sent to/from PSA after being processed by Edge Hosting Environment, e.g. when there is no communication possibility between the local part of the DN and central part of the DN (e.g. due to usage of private IP address, lack of secure tunnel); 
-	Whether and how to support traffic being routed between two EASs located in two different Edge Environments when there is no pre-established communication path between the two local part of the DNs. 
NOTE 2: For WT#2, all connectivity models in TS 23.548 need to be addressed and a single solution for all models is preferred.
In TR 23.700-49, there is an Editor’s Note for key issue#3:
Editor's note:	the traffic routing between two local parts of DN will be addressed once the use case is clearly described.
To align with the WT#2 in FS_eEDGE_5GC_ph3 revised SID, this paper provides following use case to help update the key issue#3 and remove related the EN.
For the scenario of traffic being routed between two EASs, one use case is in some XR services. The XR service might involve rendering function, positioning function, intelligent sense function, etc. in some order, and the XR service also requires low latency. To meet the latency requirement and guarantee the service experience, multiple XR functions always provided by several edge application servers which are separately located in different edge environment. In addition, if the service traffic traverses through the 5GC network, the QoS and charging control can be guaranteed for the XR service. Therefore, it makes sense to study the traffic routing between two local parts of DN.
This contribution proposes to update the key issue #3 to contain the scenario of traffic routing between two EASs located in two different Edge Environments when there is no pre-established communication path between the two local part of the DNs and remove the related Editor’s Note.
2. Proposal
It is proposed to update the following text in TR 23.700-49.

* * * * Start of Change * * * *
[bookmark: _Toc157687574]5.3	Key Issue #3: EC Traffic Routing between local part of DN and central part of DN
[bookmark: _Toc157687575]5.3.1	Description
In some scenarios, the application traffic may need to be first steered to Edge and processed there. After initial processing, the application traffic may still need to be further forwarded to the Application Server in the central part of DN for further processing. The application traffic may not be able to be routed directly between the EAS in the local DN and the Server in the central DN in case there is no direct connectivity between the local DN and central DN.
In such cases:
-	UL traffic related to an application first routed over EC to Application Server(s) for local-processing, and then further forwarded to a remote Application Server(s) in central part of DN.
-	DL traffic related to an application first routed over central part of DN for processing, then forwarded to Application Server(s) in local EC for local-processing, and finally provided to the UE.
The following aspects need to be studied:
-	how to determine and route the application traffic between the EAS in the local part of DN and the Application Server in the central part of DN for both UL and DL in case there is no direct connectivity between the local DN and central part of DN;
-	How is the 5GC aware of the application traffic is required to be processed at different locations? and by what order? including how to distinguish the UL/DL traffic traversing through the PSA;
-	How to guarantee the QoS when the traffic transmission between local and central parts of DN;
[bookmark: _GoBack]-	Whether and what information is required to be provided to make the final destination (e.g. UE, server in central part of DN) be aware of the traffic being processed by Edge Hosting Environment.
Editor's note:	the traffic routing between two local parts of DN will be addressed once the use case is clearly described.
* * * * End of Change * * * 
