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Abstract of the contribution: This contribution proposes a solution for KI#1 to support Direct AI/ML based Positioning for case 2b/3b.
[bookmark: _Hlk513714389]1	Discussion
As indicated in KI#1: Enhancements to LCS to support Direct AI/ML based Positioning, to study whether and how an AI/ML model for Direct AI/ML positioning (i.e. case 2b/3b) is handled, the following aspect should be studied:
-	Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model consumer gets the trained AI/ML model;
-	How the Model consumer uses the trained model to perform inference and/or derive UE position;
-	Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning.
-	Whether and how to support Direct AI/ML positioning with additional 5GC enhancements.
For case 2b and 3b, it will be the LMF that provides the estimated UE location based on AI mechanism. However, the legacy LMF doesn’t have the capability for model inference. It is proposed to co-locate the LMF and NWDAF containing AnLF (i.e. LMF/AnLF), that means the LMF/AnLF will be the model consumer and can obtain UE location information based on model inference operation.
The ML model for inference in LMF/AnLF can be retrieved from the NWDAF containing MTLF reusing the existing procedure defined in TS 23.288[x].
To trained the ML model for AI/ML based positioning requested by the LMF/AnLF, the NWDAF containing MTLF will collect training data from related UE, RAN or the LMF. 

2. Proposal
It is proposed to add the following contents to TR 23.700-84.
Start of Change 

[bookmark: _Toc153792580][bookmark: _Toc153792665][bookmark: _Toc157534595][bookmark: _Toc157747875]2	References
The following documents contain provisions which, through reference in this text, constitute provisions of the present document.
-	References are either specific (identified by date of publication, edition number, version number, etc.) or non‑specific.
-	For a specific reference, subsequent revisions do not apply.
-	For a non-specific reference, the latest version applies. In the case of a reference to a 3GPP document (including a GSM document), a non-specific reference implicitly refers to the latest version of that document in the same Release as the present document.
[1]	3GPP TR 21.905: "Vocabulary for 3GPP Specifications".
[2]	3GPP TS 23.501: "System Architecture for the 5G System; Stage 2".
[3]	3GPP TS 23.502: "Procedures for the 5G system, Stage 2".
[4]	3GPP TS 23.503: "Policy and Charging Control Framework for the 5G System".
[5]	3GPP TS 23.288: "Architecture enhancements for 5G System (5GS) to support network data analytics services".
[6]	3GPP TR 38.843: "Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR air interface".
[x]	3GPP TS 23.273: "5G System (5GS) Location Services (LCS), Stage 2".
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases
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	Use cases (optional)
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	<use case #y>
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[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc157534624][bookmark: _Toc157747895]6.X.1	Description
[bookmark: _Toc500949101][bookmark: _Toc92875663][bookmark: _Toc93070687][bookmark: _Toc157534625]This solution is for Key Issue#1: Enhancements to LCS to support Direct AI/ML based Positioning.
For Direct AI/ML based Positioning in LMF side, it will be the LMF that provides the estimated UE location based on AI mechanism. However, the legacy LMF doesn’t have the capability for model inference. In this solution, it is proposed that NWDAF containing AnLF is collocated with the LMF (i.e. LMF/AnLF), that means the LMF/AnLF can obtain UE location information based on model inference operation.
Editor’s Note: Whether and how to define the interactions between the LMF with the co-located AnLF is FFS. 
The ML model for inference in LMF/AnLF can be retrieved from the NWDAF containing MTLF by reusing the existing procedure defined in TS 23.288[5].
To train the ML model for AI/ML based positioning requested by the LMF/AnLF, the NWDAF containing MTLF will collect training data from data sources.related UE, RAN or the LMF. 
Note 1: The data types for model training for AI/ML based positioning will be discussed and defined by RAN WGs and SA2 will align with RAN WGs.
[bookmark: _Toc157747896][bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc157534626]6.X.2	Procedures
6.x.2.1 Direct AI/ML based Positioning in LMF collocated with AnLF 









Figure 6.x.2.1-1: Direct AI/ML based Positioning in LMF collocated with AnLF 
0-2. UE may trigger 5GC-MO-LR Procedure, or LCS client may trigger 5GC-MT-LR Procedure as defined in TS 23.273[x], with the difference that the AMF may select an LMF supporting the capability of AI/ML based positioning. 
Editor’s Note: Whether the AMF needs to select an LMF supporting the capability of AI/ML based positioning is FFS.
3. Based on LMF’s AI/ML based positioning related capability and measurement data types reported from UE (case 2b) or RAN (case 3b), the LMF determines whether to use legacy UE positioning methods as defined in TS 23.273[x] or AI/ML based positioning method to derive UE location information. If decides to use AI/ML based positioning method, then the following steps 4-8 will be performed.
Note 2: The UE/RAN’s input measurement data for AI/ML based positioning will be discussed and defined by RAN WGs.
4. If the LMF  decide to use AI/ML based positioning, co-locates with an NWDAF containing AnLF (i.e. LMF/AnLF), then the LMF/AnLF will retrieve an ML model for AI/ML based positioning from the NWDAF containing MTLF by invoking Nnwdaf_MLModelProvision_Subscribe as defined in TS 23.288[5].
5. If there is no appropriate ML model for AI/ML based positioning in the NWDAF containing MTLF, then it will trigger data collection from related entities (e.g. UE, RAN or LMF) and perform ML model training procedure. How to do data collection for ML training for AI/ML based positioning will be described in clause 6.x.
Editor’s Note: The data collection procedure for model training and inference is FFS, and it may be a decouple and general solution if needed.
6. The NWDAF containing MTLF sends the trained ML model information for AI/ML positioning to the LMF/AnLF by invoking Nnwdaf_MLModelProvision_Notify as defined in TS 23.288[5].
Editor’s Note: The interoperability issue between the LMF and MTLF for model sharing is FFS.
7. Dependent on the different positioning methods (e.g. UE assisted or Network assisted positioning) as defined in clause 6.11, TS 23.273, the LMF/AnLF will collect different measurement data from UE (case 2b) or RAN (case 3b) for model inference to obtain UE location.
8. The LMF/AnLF performs model inference operation to derive UE location information based on the data collected from the UE(case 2b) or RAN(case 3b).
9-10. The LMF sends the estimated UE location information to UE or LCS client via AMF as defined in TS 23.273.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
LMF/AnLF(co-located ):
-	Determine to use AI/ML based positioning to obtain UE location, based on LMF’s AI/ML based positioning related capability and measurement data types reported from UE or RAN;
-	Collect data from UE (case 2b) or RAN (case 3b) for model inference for AI/ML based positioning;
-  Perform model inference to retrieve UE location based on the collected data.
NWDAF containing MTLF:
-	Collect training data for AI/ML based positioning.
-	Train ML model for AI/ML based positioning.
AMF:
-	Select the LMF that supports AI/ML based positioning related capability. 
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