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Abstract: A solution to Key Issue #1: Support of regenerative-based satellite access with Link Layer Proxy NF, where the LLP acts between RAN and the AMF/MME to handle relevant procedures.
1. Introduction/Discussion
This contribution proposes a solution to Key Issue #1: Support of regenerative based satellite access.
The deployment of an eNB or an gNB on a satellite for regenerative based satellite access for LEO/MEO deployment is to be studied. The aspects to be studied include:
-	Identify and study whether there is any impact on 5GS and EPS to support an gNB/eNB embedded on a satellite:
-	Any impact of RAN nodes changing for any given 5GC/EPC and for a given area in the case of RAN nodes moving.
2. Text Proposal
It is proposed to agree the following solution to 3GPP TR 23.700-29-030.
* * * * First change * * * *
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Table 6.0-1: Mapping of Solutions to Key Issues
	
	Key Issues

	Solutions
	#1
	#2
	#3
	

	#X
	X
	
	
	



* * * * Second change (All new text) * * * *

6.x	Solution X:	Regenerative-based satellite access with Link Layer Proxy
[bookmark: _Toc500949098][bookmark: _Toc92875661][bookmark: _Toc93070685][bookmark: _Toc146539439]6.x.1	Description
6.x.1.1	Overview
This is a solution addressing Key Issue #1. 
This solution assumes that an eNB/gNB is on-board the satellite, and the EPC/5GC is on ground.
This solution uses a Link Layer Proxy NF deployed in the Core Network on the ground to alleviate potential impacts to existing EPC/5GC and minimize impacts on RAN functionalities/specifications caused by satellites movements.
Based on existing EPS and 5GS mechanisms including R17/R18 NTN designs (e.g., geographical area associated TAIs on Uu interfaces, mapped Cell ID on N2/S1-MME interfaces), if eNB/gNBs are deployed on LEO/MEO satellites, following potential issues need to be considered:
-	SCTP connection break/timeout: An eNB/gNB may move out of its serving area, then the eNB/gNB may shut down/sleep, or perform feeder link switch and set up a new connection with a new core network. This causes the eNB/gNB SCTP connection to break with the source core network, and the source MME/AMF (O&M system) may need to determine whether it is a failure or normal case.
-	Dynamic TAI reporting: An eNB/gNB may dynamically report its supported TAIs to MME/AMF as it moves with the satellite for both cases of moving beams and quasi-fixed beams. This may cause frequent updates of the supported TAIs of each eNB/gNB in an MME/AMF.
-	Paging based on geographic area: In the core network, the ULI is based on earth fixed TAI and mapped Cell ID which is also earth fixed, the ULI cannot be directly used by the core network to page UE. The core network may need to know which eNB/gNBs are covering the TAIs and mapped Cell associated geographic area based on satellite operation information (e.g., ephemeris or coverage information).
-	Frequent user plane path modification signalling: UE may handover between satellites with satellite movements, causing frequent user plane path modification signalling between the MME and S/P-GW or AMF, SMF and UPF, even if UE does not move.
These issues may cause big impacts on existing deployed core networks functions.
6.x.1.2	Architecture 
To alleviate impacts on existing core networks NFs and have minimum impacts on current RAN functionalities/specifications, this solution proposes to deploy a Link Layer Proxy (LLP) NF in the Core Network on the ground, to address the potential issues caused by satellites movement. 
The LLP has both control plane and user plane capability and connects with eNB/gNBs and EPC/5GC using S1 or N2/N3 interfaces. Figure 6.x.1.2-1 and Figure 6.x.1.2-2 presents the EPS and 5GS architecture for regenerative-based satellite access with the LLP.
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Figure 6.x.1.2-1: EPS architecture for regenerative-based satellite access with Link Layer Proxy (LLP)
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Figure 6.x.1.2-2: 5GS architecture for regenerative-based satellite access with Link Layer Proxy (LLP)
The LLP has a 1:1 mapping relationship with MME/AMF set. The LLP is decoupled with NTN gateways and NTN gateways are transparent to the LLP, this can avoid deploying the LLP into/near each NTN gateways and avoid interaction between NTN gateways when feeder link handover or when AMF/MME relocation happens, because NTN gateways are not always interconnected with each other.
The LLP acts as SCTP endpoint between on-board RAN and MME/AMF and acts GTP-U tunnel endpoint between RAN and S-GW/UPF. The LLP will also intercept and/or transfer S1-AP/NG-AP messages between RAN and MME/AMF:
- 	Node level S1-AP/NG-AP message are always terminated at LLP including S1AP/NGAP Setup, S1AP/NGAP Configuration Update, etc. The LLP establishes S1AP/NGAP connection with MME/AMF. On-board RAN nodes in the LLP and AMF/MME serving area establish S1AP/NGAP connection with the LLP, the LLP responses to on-board RAN on behalf of AMF/MME;
-	UE level S1-AP/NG-AP messages from the on-board RAN are transferred by the LLP to MME/AMF after replacing RAN node ID with LLP ID (with the same format of RAN node ID), replacing RAN UE S1AP/NGAP ID with and LLP UE S1AP/NGAP ID (with the same format of eNB/gNB UE S1AP/NGAP ID) and replacing RAN user plane tunnel information, if there is any, with LLP user plane tunnel information;
-	UE level S1-AP/NG-AP message from the MME/AMF are transferred by the LLP to the on-board RAN after replacing user plane tunnel information, if there is any, with LLP user plane tunnel information.
NOTE 1:	The control plane and user plane in the LLP can be separated based on internal private interface.
6.x.1.3	Protocol Stack with LLP
Using EPS system as the basis, Figure 6.x.2-3 and Figure 6.x.2-4 present the control plane stack for eNB-MME and UE-MME with the LLP; Figure 6.x.2-5 and Figure 6.x.2-6 present the user plane protocol stack for eNB-SGW and UE-PGW with the LLP. For 5GS, eNodeB, MME and S-GW are replaced with gNB, AMF and UPF, and reference interfaces are replaced with their corresponding interfaces in 5GS.


Figure 6.x.1.3-1: Control Plane for S1-MME Interface with LLP


Figure 6.x.1.3-2: Control Plane of UE-MME with Link Layer proxy


Figure 6.x.1.3-3: User Plane of eNB – S-GW with Link Layer proxy


Figure 6.x.1.3-4: UE – P-GW User Plane with Link Layer proxy
6.x.1.2	Functionality of LLP
Besides the functionality of RAN Agent and Proxy RAN node described in Solution #9, with the deployment difference that they are integrated as the LLP is decoupled from NTN gateways and has a 1:1 mapping relationship to MME/AMF set, the LLP additionally supports following functionalities:
-	Support of handling graceful SCTP Shutdown or alternative S1/N2 Disconnect/Release message (in Solution#1) from eNB/gNB on satellite but maintaining the S1/N2 connection with MME/AMF, when satellite moves out of the LLP serving area.
-	Support of handling handover related S1-AP/NG-AP messages, including:
-	When X1/Xn handover happens, LLP should transfer Path Switch request to MME and implicitly or explicitly indicating to the MME/AMF it is a regenerative-based satellite access X2/Xn handover, so that MME/AMF need not consider changing the user plane path but only update the UE information, e.g., UE cell changed if UE moved to a new location (i.e., mapped Cell) or EPS bearers/PDU Sessions not included in the Path Switch request are implicitly released by the target eNB/gNB, and may perform other corresponding actions as existing functionality including responding to the LLP with Path Switch Ack with UE Security Context;
-	When S1/N2 handover happens, support of transferring Handover Required message and implicitly or explicitly indicating to MME it is a regenerative-based satellite access S1/N2 handover, so that MME need not consider changing the user plane path but only the UE information and perform other corresponding actions as existing functionality including responding to the LLP with HANDOVER REQUEST with UE Security Context;
-	Support of providing its UL and DL S1-U/N3 tunnel information to the target on-board eNB/gNB and MME/AMF in Path Switch Request and Path Switch Ack message, or Handover Request and Handover Request Ack message, respectively;
-	Support of LLP relocation: when S1/N2 handover happens, check whether the target eNB/gNB ID and/or TA carried in Handover Request is under its management or not, if LLP and MME/AMF relocation is needed, it indicates to the source MME/AMF to perform MME/AMF relocation by providing a target eNB/gNB ID and TAI (i.e., not replaced with a LLP ID), so that the source MME/AMF can initiate MME/AMF relocation procedure, so that the target MME/AMF can use its associated target LLP to interact with the target eNB/gNB;
-	To enable paging, support of transferring Paging messages with recommended mapped Cell ID from the MME/AMF to the on-board eNBs/gNBs which covers the mapped Cell associated geographic area. The LLP is configured with TAIs and mapped Cell information and their associated geographic area information, and the LLP can obtain satellites coverage/ephemeris information from the O&M system.
6.x.1.4	Deployment scenarios
Operators may avoid major update of existing MME/AMFs in the PLMN to support regenerative satellite access. Thus, the LLP may be deployed in existing Core Networks which have both TN and NTN access, as presented in Figure 6.x.1.4-1.


Figure 6.x.1.4-1: LLP deployed within existing 5GC/EPC supporting both NTN and TN access
The LLP can also be deployed at a specific region within a Dedicated Core only supporting NTN access, as presented in Figure 6.x.1.4-2 and Figure 6.x.1.4-3. 


Figure 6.x.1.4-2: LLP deployed with NTN Dedicated Core in EPC case 


Figure 6.x.1.4-3: LLP deployed with NTN Dedicated Core in 5GC case 
[bookmark: _Toc500949099][bookmark: _Toc92875662][bookmark: _Toc93070686][bookmark: _Toc146539440]6.x.1.5	Network function selection
The MME/AMF may need minor updates to support regenerative satellite access with the LLP, e.g. the MME/AMF need to be aware that it is a regenerative satellite access case, and not switch the UP path if the LLP is not changed. So, the LLP needs to select an MME/AMF that supports this feature for the deployment scenarios described in clause 6.x.1.4. The selection is based on NRF in 5GC case or DNS in EPC case. The selection could be based on satellite access specific TAIs supported by the LLP.
To support the scenario described in Figure 6.x.1.4-2 and Figure 6.x.1.4-3, satellite specific I-SMF/V-SMF or SGW may need to be selected. The AMF/MME can select the satellite specific I-SMF/V-SMF or SGW based on the regenerative satellite access specific TAIs.
6.x.2	Procedures
6.x.2.1	Initial Attach with LLP
This procedure uses Initial Attach procedure in EPC as the basis to present how the LLP is involved in EMM/ESM procedures.


Figure 6.x.2-1: Initial Attach with LLP
As well as the LLP mapping eNB ID with LLP ID and mapping eNB UE S1AP ID with LLP S1AP ID in UE level S1 messages, the other differences with current Initial Attach procedure are listed as follows:
· Steps 1-3: The LLP receives Initial UE message carrying the Attach request from on-board eNB in step 2 and sends it to the MME in step 3, after perform the mapping of eNB ID and eNB UE S1AP ID.
· Steps 4-6: After receiving Initial Context Setup Request with Attach accept from MME in step 4, the LLP allocates the Up Link LLP S1-U tunnel resources and replaces the S1-U tunnel information of S-GW with the Up Link LLP S1-U tunnel information, and sends it to eNB.
· Steps 7-10: After Initial Context Setup Response from eNB received in step 7, the LLP allocates Down Link LLP S1-U tunnel resources and replaces the S1-U tunnel information of eNB with the Down Link LLP S1-U tunnel information, and sends it to MME.
The LPP maintains the GPT-U tunnel between eNB and S-GW during the lifetime of the S1-U tunnel for the UE EPS bearer. The Up Link and Down Link user plane data is transferred via the LLP to S-GW/eNB.
6.x.2.2	Paging with LLP
This procedure presents how LLP helps determining which eNB to send the paging message containing recommended cell.


Figure 6.x.2-2: Paging with LLP
As well as the LLP mapping the eNB ID with LLP ID and mapping the eNB UE S1AP ID with LLP S1 AP ID in UE level S1 message, the other differences with the current cell Paging are listed as follows:
· Steps 1a-1b: The UE may not move after entering into Idle state, when the MME needs to page the UE, for example both eNB#1 and eNB#2 might be covering the UE located registration area, but only eNB#2 is covering the last reported mapped Cell of the UE. 
· Step 2-4: The MME sends a Paging message to the LLP which includes the recommended cell. After receiving the message, based on satellite coverage or ephemeris information, the LLP determines that eNB#2 is covering the recommended cell associated with the geographic area. The LLP sends the paging message to eNB#2. 
· Step 5: The selected eNB#2 pages UE after receiving the paging message.
6.x.2.3	X2 Handover with LLP
This procedure presents how LLP helps X2 handover. The UP path between LLP and S-GW does not need modification.


Figure 6.x.2-3: X2 Handover with LLP
As well as the LLP mapping the eNB ID with LLP ID and mapping eNB UE S1AP ID with LLP S1AP ID in UE level S1 message, the differences with current X2 Handover procedure are listed as follows:
· Steps 1-2c: After LLP receives the PATH Switch Request from the Target eNB in step 2a, LLP replaces the tunnel information in EPS bearers with DL LLP tunnel information, and sends the message to MME.
· Step 2d: Based on LLP ID and DL LLP tunnel information, the MME can deduce it is X2 Handover with regenerative satellite access using the LLP, and the MME does not need to modify CN side UP path.
· Step 3-4: The MME sends the Path Switch Ack in step 3a to the LLP, based on the Path Switch Ack message the LLP modifies the DL LLP user plane path to the target eNB in step 3b. The LLP then sends the Path Switch Ack to the target eNB in step 3d.
6.x.2.4	S1 Handover with LLP
This procedure presents how LLP helps S1 handover. The UP path between LLP and S-GW does not need modification.


Figure 6.x.2-4: S1 Handover with LLP
As well as the LLP mapping the eNB ID with LLP ID and mapping eNB UE S1AP ID with LLP S1AP ID in UE level S1 message, the differences with the current S1 Handover procedure are listed as follows:
· Steps 1-2: After the LLP receives the Handover Required message from the Target eNB in step 2a, the LLP sends the message to MME. Based on the LLP ID, the MME can deduce it is S1 Handover with regenerative satellite access using the LLP, and the MME does not need to modify CN side UP path.
· Steps 3a-3b: MME sends Handover Request to the LLP in step 3a, based on received EPS bearers to setup in the Handover Request, LLP determines the UL LLP tunnel information to replace S-GW tunnel information for the EPS bearers to setup and sends it to target eNB in step 3c.
· Steps 4a-4d: The Target eNB sends the Handover Request Ack to the LLP in step 4a, based on received EPS bearers to setup in the Handover Request Ack, the LLP determines DL LLP tunnel information to replace RAN tunnel information and sends the message to the MME in step 4c.
· Steps 5a-5c: The MME sends the Handover Command message to the LLP in the step 5a, based on EPS Bearers to release in the message, the LLP releases the corresponding tunnel resources and sends the Handover Command to the Source eNB.
· Steps 6-9: In step 8a and 8b, after the LLP receives the Handover Notify message, the LPP sends it to MME after performing eNB ID and eNB UE S1AP ID mapping. 

6.x.2.5	S1 Handover with LLP and MME relocation
This procedure presents how LLP relocation happens when MME relocation is needed, e.g. as presented in Figure A-4 of Annex A, MME relocation may happen with UE handover between satellites using different earth station location.


Figure 6.x.2-5: S1 Handover with LLP and MME relocation
As well as LLP mapping the eNB ID with LLP ID and mapping eNB UE S1AP ID with LLP S1AP ID in UE level S1 message, the differences with current S1 Handover with MME relocation procedure are listed as follows:
· Steps 1-5: After the LLP receives the Handover Required message from Target eNB in step 2, the LPP determines that the Target eNB is not under this LLP’s management, it does not replace the Target eNB ID with LLP ID, and sends the message to Source MME in step 3.
Based on the target TAI and target eNB ID (which is not the LLP ID), the source MME can deduce it is S1 Handover with regenerative satellite access using the LLP and both MME and LLP relocation is needed, step 4a and step 5 is same with current MME relocation procedure.
· Steps 6a-6c: Based on the target TAI, the Target MME send the Handover Request to the Target LLP in step 6a. After the Target LLP receives the Handover Request, based on EPS bearers to setup, the target LLP allocates UL LLP tunnels resources and replace the S-GW tunnel information with the allocated the LLP tunnel information. The target LLP then sends the Handover Request to the Target eNB.
· Steps 7a-7c: The target eNB sends the Handover Request Ack to the Target LLP in step 7a, based on the EPS Bearers to setup in the message, the LLP allocates DL LLP tunnel resources and replaces RAN tunnel information with the DL LLP tunnel information. The Target LLP then sends the Handover Request Ack message to the Target MME.
· Steps 8-14: Same with current S1 Handover with MME relocation procedure with the difference that LLP transfers UE level S1 messages between RAN and MME and performs eNB ID and eNB UE SA1AP ID mapping.
6.x.3	Impacts to Services, Entities and Interfaces
Link Layer Proxy: 
- 	New NF, located in Core Network on the ground with 1:1 mapping relationship with MME/AMF set, decoupled from the NTN gateway locations. Functionality of the LLP is described in the solution.
[bookmark: _GoBack]-	Support of selecting an NTN dedicated AMF/MME via NRF or DNS based on supported TAIs.
NG-RAN and E-UTRAN:
- 	No impacts from this solution, if graceful SCTP shutdown is used by the LLP to know the RAN node has moved out of its serving area, alternatively support of S1AP/N2 Disconnect/Release message with the LLP. This depends on other solutions.
MME/AMF:
-	Support of UE handovers using regenerative satellite access with LLP, so not to trigger any UP path modification procedure after receiving Path Switch or Handover Required message from the LLP.
* * * * End of changes * * * *
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