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Abstract of the contribution: This contribution proposes a new solution for KI#3, EC Traffic Routing between a local part of DN and another (e.g., central) part of DN based on dynamic tunnel setup to a proxy connecting to a remote DN. The solution can also be applied for the traffic routing between two local parts of DN. 
Discussion 
This contribution proposes a new solution for KI#3, EC Traffic Routing between local part of DN and central part of DN based on dynamic tunnel setup to a remote DN.
As stated in TR 23.700-49, the issue is “how to determine and route the application traffic between the EAS in the local part of DN and the Application Server in the central part of DN for both UL and DL in case there is no direct connectivity between the local DN and central part of DN”. The cases to be solved are the following:
-	UL traffic related to an application first routed over EC to Application Server(s) for local-processing, and then further forwarded to a remote Application Server(s) in central part of DN.
-	DL traffic related to an application first routed over central part of DN for processing, then forwarded to Application Server(s) in local EC for local-processing, and finally provided to the UE.
That is, both UL and DL paths traverse the EAS in the LDN. Thus, direct connectivity from the UE towards the central AS is not needed. This allows for a solution where the CSP offers remote access as a separate service. Such a solution has the following advantages:
-	It does not need to connect to the current UP path of any of the PDU Sessions. That is, both the local proxy and the remote proxy connecting to the local or remote DN accesses, may differ from the L-PSA and C-PSA, respectively.
-	Traffic from multiple PDU Sessions (e.g. traffic of all UEs connecting to the same EAS, or even multiple EAS-es connecting to a local EAS 1 gateway) may use the same tunnel towards the remote DN access 
-	Per service provider charging becomes possible
-	New operator service offering that may be dynamically requested and accessed for any 3rd party even if not offering mobile edge services
-	Optimal connectivity setup towards a remote DN access closest to any remote (E)AS to provide the lowest possible latency 
-	Support for traffic routing between two local parts of the DN. The solution is not limited to establishing a tunnel towards a central part of the DN, but it could also be applied for establishing a tunnel between two local parts of the DN (provided the IP address of the other EAS is known)
Proposal
It is proposed to add the following solution to TR 23.700-49:

**** First Change ****
[bookmark: _Toc157674345][bookmark: _Toc157682268]6.0	Mapping of Solutions to Key Issues
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**** Second Change (all new)****

6.x	Solution #x: Dynamic Tunnel Establishment between EAS and Remote DN Access
[bookmark: _Toc157674346][bookmark: _Toc157682269]6.x.1	Key Issue mapping
This solution maps to Key Issue #3: EC Traffic Routing between local part of DN and central part of DN in 23-700-49.
Editor’s Note: How to apply this solution for traffic routing between two local parts of the DN will be addressed once the use case is clearly described.

[bookmark: _Toc157674347][bookmark: _Toc157682270]6.x.2	Description
The proposed solution supports all connectivity models and all procedures where 5GC enables edge computing.
[bookmark: _Hlk158908851]The Operator provides a tunnelling service to send some application traffic from a local DN access towards a remote DN access through the operator network. EAS 1 sends a request for this tunnelling service when it needs to reach a remote Application Server (EAS 2) by indicating the destination it wants to reach. The 5GC checks the related policies and provides to the EAS the proxy reachability in L-UPF in the response. The 5GC (SMF) also installs the required rules in the (L-)UPF and remote (R-)UPF that provide a tunnel between the L-UPF and R-UPF towards the destination, by setting up corresponding PFCP sessions.
EAS 1 establishes a transport layer connectivity to the proxy in L-UPF and sends a CONNECT request towards the destination. L-UPF then installs the proxying service between EAS 1 and the destination. Based on the destination information, the proxy in L-UPF forwards the traffic from EAS1 to the tunnel towards R-UPF, which then forwards it to the destination EAS 2.  
See 6.X.3 for the procedure for the solution described above.
[bookmark: _Toc157674348][bookmark: _Toc157682271]6.x.3	Procedures
The tunnel establishment procedure is shown in Figure 6.x.3-1 below.


0.	It is assumed that there is a PDU Session established of modified in such a way that UE may communicate to EAS 1 though a L-PSA. It is assumed that EAS 1 wants to communicate with EAS 2 over the operator network.
1.	EAS 1 sends a request for this tunnelling service towards the 5GC, indicating the destination EAS 2 it wants to reach via this tunnelling service, which could be an IP address or a specific destination IP domain or any IP address.
2.	The 5GC checks the related policies and whether tunnels to/from the current access (L-UPF) and the required remote DN access (R-UPF) has already been established. If not, tunnels are established between the L-UPF and R-UPF. At this stage also charging rules are (re)configured in the UPFs related to this service.
Editor's Note: what 5GC NFs that are involved in step 1 and 2 is FFS.
Editor’s Note: What tunnel to establish is FFS. One possibility is to use GTP tunnel that is already supported by the UPF.
Editor’s Note: Whether it is possible to establish a tunnel to a R-UPF of a different Operator is FFS.
3.	5GS responds with the Proxy reachability, e.g., the Proxy IP address and the port to use to avoid DOS attacks.
Editor’s Note: What API to use for the tunnelling service request/response is FFS. There may be existing APIs ( MEF, TMF Forum) to be used for this purpose.
4.	EAS 1 establishes a transport layer connectivity to Proxy in L-UPF using the reachability information received in Step 3.
Editor’s Note: What transport layer connectivity to use is FFS. One possibility is to use QUIC, which provides a secure connection.
5.	EAS 1 sends a CONNECT request to Proxy, specifying the destination (EAS 2) it wants to reach. 
Editor’s Note: What CONNECT communication to use is FFS. One possibility is to use CONNECT_UDP or CONNECT_IP, as specified in RFC 9298 or RFC 9484, respectively.
6.	 Proxy in L-UPF receives the CONNECT message, it authenticates EAS 1 and prepares the service for proxying the traffic from EAS 1 towards EAS 2. Proxy infers from the destination provided in the CONNECT request (e.g., the IP domain of EAS 2) which tunnel to R-UPF to use to forward the traffic from EAS 1 to EAS 2.
7.	The CONNECT response is forwarded back from Proxy in L-UPF to EAS 1. Proxy may specify the destination range to be used by EAS 1, the source IP addresses assigned to the EAS 1 for sending the traffic to EAS 2 etc.
At this stage the IP connectivity is established between EAS 1 and EAS 2. Proxy in L-UPF forwards the EAS 1 traffic to EAS 2 over the tunnel between L-UPF and R-UPF. Similarly, R-UPF forwards the EAS 2 traffic to EAS 1 over the tunnel between R-UPF and L-UPF.
[bookmark: _Toc157674349][bookmark: _Toc157682272]6.x.4	Impacts on existing services, entities and interfaces
Editor’s Note: To be completed once the technology to be used is selected (see the ENs from the previous clause). 



**** End of Changes ****
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