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Abstract:
It is proposed a new Solution for Supporting AIML based Positioning for LMF-side model.
1. Introduction/Discussion
This solution proposes to address the following aspect of KI#1: 
-
Study whether and how an AI/ML model for Direct AI/ML positioning (i.e. case 2b/3b) is handled:
-
Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model consumer gets the trained AI/ML model;
-
Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning;
This solution proposes that the LMF-side AI/ML models can be pre-configured in the LMF, whether and when the AI/ML model is used and which AI/ML model is chosen and how to derive the UE location depends on the LMF implementation.

For data collection, the LPP and/or NRPPa may need to be enhanced to support the collection of additional data for model inference performed by the LMF based on the RAN conclusions in TR 38.843.

2. Text Proposal
It is proposed to capture the following changes vs. TR 23.700-84.

* * * * First change * * * *
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* * * * Next change (All new text) * * * *

6.X
Solution #X: Support AI/ML based positioning for LMF-side model
6.X.1
Description

This solution addresses the Key Issue #1: Enhancements to LCS to support Direct AI/ML based Positioning, especially for the following aspects:

-
Study whether and how an AI/ML model for Direct AI/ML positioning (i.e. case 2b/3b) is handled:
-
Which entity trains the model for Direct AI/ML positioning and if the entity that train the model and the consumer are different, how the Model consumer gets the trained AI/ML model;
-
Define procedures for data collection with objective to train AI/ML models for Direct AI/ML positioning;
This solution proposes that the LMF-side model is pre-configured in the LMF, and the model inference is performed by the LMF based on implementation. For data collection, the LPP and/or NRPPa may need to be enhanced to support the collection of additional data from UE/RAN for model inference performed by the LMF based on the RAN conclusions in TR 38.843 [6].

RAN WG has concluded that the LMF-side AI/ML model (i.e. case 2b/3b) can be used to enhance the positioning accuracy for the scenarios, e.g., those with heavy NLOS conditions. This solution proposes that the LMF-side AI/ML models can be pre-configured in the LMF, whether and when the AI/ML model is used and which AI/ML model is chosen and how to derive the UE location depends on the LMF implementation.

To perform model inference, the data collection from UE/RAN by the LMF may need to be enhanced. Currently, the LMF can collect measurement data for a specific positioning method from UE via LPP (e.g. DL PRS RSRP, DL RSTD) as defined in TS 37.355 [XX], and from RAN via NRPPa (e.g., UL SRS-RSRP, UL RTOA) as defined in TS 38.455 [YY]. According to the RAN conclusions in TR 38.843 [6], the LPP and/or NRPPa may need to be enhanced to support the collection of additional data for model inference performed by the LMF.

NOTE:
It is up to RAN WGs to determine what additional data needs to be collected and how to collect the additional data from UE/RAN for model inference performed by the LMF.

6.X.2
Impacts to Services, Entities and Interfaces

NOTE:
There may be potential impacts on LPP and/or NRPPa for collecting additional data for model inference performed by the LMF, which needs to be coordinated with RAN WGs.
* * * * End of changes * * * *

