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[bookmark: _Hlk514274591]1		Discussion
Procedures for ML model training, ML model storage and ML model interoperability between an Analytics Logical Function (AnLF) and Model Training Logical Function (MTLF) within the NWDAF have been extensively studied and defined in in 3GPP TS 23.288 (e.g. Clauses 6.2A and 6.2B).

For supporting Key Issue 1 and Direct AI/ML positioning two options are envisioned that can be supported in Release 19
-	Option 1: Direct AI/ML enabled LMF.
-	The LMF is an enhanced LMF that is able to use ML models for Direct AI/ML positioning. Such LMF must be able to request ML models from a model training function to support Direct AI/ML positioning where the ML model must meet one or more requirements (e.g. positioning method supported, use of assistance signalling etc.)
-	In this option support of NWDAF deployment is not necessary
-	Option 2: Direct AI/ML enabled NWDAF that can assist legacy LMF and enhance the accuracy of positioning.
-	The LMF is able to enhance the location accuracy by requesting assistance from an NWDAF. The NWDAF has Direct AI/ML capabilities able to improve the accuracy of a location derivation.
-	This option is suitable for deployments that support legacy LMF  

Both options are viable and should be captured in the technical report of FS_AIMLCN. Whether one or both options can be included within the normative phase can be decided during the conclusions phase.

This paper provides separate solutions describing each option.

2		Proposal
The following key issue is proposed.
******************************** First change  *******************************
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Table 6.0-1: Mapping of Solutions to Key Issues and Use Cases	Comment by Lenovo DK: to be updated
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	Use cases (optional)
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	<Key Issue #2>
	<use case #x>
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******************************** Second change (all new text)  *******************************
[bookmark: _Toc101170915][bookmark: _Toc8115][bookmark: _Toc101336981]6.x	Solution X: ML model framework using enhanced LMF supporting Direct AI/ML positioning
[bookmark: _Toc101170916][bookmark: _Toc552][bookmark: _Toc97269611][bookmark: _Toc101336982]6.x.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
The architecture proposed to support an AI/ML framework for Direct AI/ML positioning is shown in the figure below.



Figure 6.x.1-1 - Direct AI/ML positioning at LMF - General AI/ML framework

It is proposed to have two separate LMF logical functions, one LMF (LMF-T) used for training AI/ML models used for AI/ML positioning and one LMF (LMF-I) that is responsible to use the AI/ML models for inference.
The LMF-T may also be a third party function (i.e. an Application Function that interfaces with the core network directly or via a Network Exposure Function (NEF).
An LMF-I, based on a location client request, determines a positioning method and that Direct AI/ML positioning using an AI/ML model can be used to determine a location of a UE. The determination may take the following as input (subject to RAN feedback):
-	The capabilities reported by the UE (e.g positioning functionality uses AI/ML, measurement reported, AIML enhanced measurements supported, supported positioning methods (e.g. TDOA, RTT),
-	The 2D/3D horizontal/vertical accuracy of the location, distance accuracy, direction accuracy, response time, velocity 
-	required assistance signalling and/or reference signal configuration in the area..
If an AIML model can be used the LMF-I may request LMF-T a trained ML model to support a specific functionality/capability. The functionality may include:
-	Validity conditions for the requested AI/ML model(s), e.g., applicable area- tracking area, indoor or outdoor etc, 
-	Positioning method required (e.g. RAT-dependent positioning techniques such as TDOA).
-	Model capability, e.g., positioning accuracy quality and model inference latency.

Once the LMF-T trains the model, the LMF-T will assign a model identifier and provide the model to the LMF-I that will be used for inference.

[bookmark: _Toc157747896]6.X.2	Procedures
[bookmark: _Toc326248711][bookmark: _Toc510604409][bookmark: _Toc92875664][bookmark: _Toc93070688][bookmark: _Toc157534626]Editor's note:	This clause describes high-level procedures and information flows for the solution..
The procedure is shown below:


Figure 6.x.2-1 – Direct AI/ML procedure.
1.	An LCS client or GMLC requests a location of UE. The request is sent to AMF
2.	The AMF selects an LMF that can determine the location of the UE. 
3.	The AMF forwards the request to the LMF-I
4.	The LMF retrieves the capabilities of the UE (to be located) and capabilities of any PRU UE in the area of interest and NG-RAN.
5.	The LMF-I determines that Direct AI/ML based positioning is supported to retrieve/determine the location of the UE. 
6.	The LMF-I may determine that a trained AI/ML model is needed to derive the location of the UE (e.g., if an AIML model supporting the positioning method is not locally available)
7.	The LMF-I selects an LMF-T to retrieve a model
8.	After the LMF-T is discovered the LMF-I requests a trained AI/ML model. The request may include one or more of the following:
-	Validity conditions for the requested AI/ML model(s), e.g., applicable area- tracking area, indoor or outdoor etc, 
-	Positioning method required (e.g. RAT-dependent positioning techniques such as TDOA).
-	Model capability, e.g., positioning accuracy quality and model inference latency.
9	The LMF-T selects an available AIML model that supports the requirements of the LMF-I. If no model is available, the LMF-T may train an ML model
10	The LMF-T collects data from data sources 
Editor's Note: Data collection procedures are defined in a separate solution.
11	When the model is trained the LMF-T assigns a model identifier and may store in a local database (e.g., ADRF)
12	The LMF-T provides the model file or location of the file where the model is stored to the LMF-I
13.	The LMF-I performs inference using the ML model and determines location of a UE.
14.	The LMF-I responds to the location request in step 3 and provides the location to the AMF
15.	The AMF forwards the location to the location client.

[bookmark: _Toc157747897]6.X.3	Impacts on services, entities and interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
-LMF supports an LMF logical function for Inference and a logical function for model training.

******************************** Third change (all new text) *******************************
6.y	Solution Y: Using NWDAF for supporting Direct AI/ML positioning
6.y.1	Description
Editor's note:	This clause will describe the solution principles and architecture assumptions for corresponding key issue(s). Sub-clause(s) may be added to capture details.
The LMF determines the location of a UE taking into account analytics assistance from the NWDAF to provide an enhanced location estimate. The NWDAF provides analytics indicating the accuracy of a location using an ML model trained at the NWDAF (MTLF) with data collected from UE/RAN/OAM. The architecture is shown below. 


Figure 6.y.1-1 - Direct AI/ML positioning at NWDAF

6.y.2	Procedures
Editor's note:	This clause describes high-level procedures and information flows for the solution..

The detailed procedure is shown below:



Figure 6.y.2-1 – Direct AI/ML procedure at NWDAF
1.	An LCS client or GMLC requests a location of UE. The request is sent to AMF
2.	The AMF selects an LMF that can determine the location of the UE. 
3.	The AMF forwards the request to the LMF
4.	The LMF retrieves the capabilities of the UE (to be located) and capabilities of any PRU UE in the area of interest and NG-RAN. 
5.	The LMF determines location of the UE,  e.g., absolute location, relative location, distance or direction with respect to another UE, according to a certain desired positioning QoS taking into account measurements reported by UE to be located, RAN and PRU UEs. 
6.	The LMF may request an enhanced location report from NWDAF (requesting a specific analytic ID). The LMF may discover from the NRF an NWDAF supporting enhanced location reports.
7.	The LMF sends a request to the NWDAF for enhanced location report. The LMF includes in the request an Analytic ID (corresponding to the analytics required to be provided by the NWDAF), the estimated location and positioning method and capabilities reported by UE and PRU UEs if available.
8.	The NWDAF selects an available AIML model that supports the requirements (or requests an ML model from MTLF).
9	The NWDAF determines an enhanced location using the ML model.
10.	The LMF-I responds to the location request in step 3 and provides the location to the AMF
11.	The AMF forwards the location to the location client.

6.y.3	Impacts on services, entities and interfaces
Editor's note:	This clause captures impacts on existing services, entities and interfaces.
- NWDAF supporting a new Analytic ID for enhance location estimation.


******************************** End of change *******************************
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