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* * * * Start of changes * * * *
[bookmark: _Toc145930556]5.3	Federated Learning (FL) among multiple NWDAFs
Federated learning among multiple NWDAFs is a machine learning technique in core network that trains an ML Model across multiple decentralized entities holding local data set, without exchanging/sharing local data set. This approach stands in contrast to traditional centralized machine learning techniques where all the local datasets are uploaded to one server, thus allowing to address critical issues such as data privacy, data security, data access rights.
NOTE 1:	Horizontal Federated Learning is supported among multiple NWDAFs, which means the local data set in different FL client NWDAFs have the same feature space for different samples (e.g. UE IDs). How NWDAF determines data privacy, security and access rights is up to SA3 and is not defined in this specification.
For Federated Learning supported by multiple NWDAFs containing MTLF, there is one NWDAF containing MTLF acting as FL server (called FL server NWDAF for short) and multiple NWDAFs containing MTLF acting as FL client (called FL client NWDAF for short), the main functionality includes:
FL server NWDAF:
-	discovers and selects FL client NWDAFs to participant in an FL procedure
-	requests FL client NWDAFs to do local model training and to report local model information.
-	generates global ML model by aggregating local model information from FL client NWDAFs.
-	sends the global ML model back to FL client NWDAFs and repeats training iteration if needed.
FL client NWDAF:
-	locally trains ML model that tasked by the FL server NWDAF with the available local data set, which includes the data that is not allowed to share with others due to e.g. data privacy, data security, data access rights.
-	reports the trained local ML model information to the FL server NWDAF.
-	receives the global ML model feedback from FL server NWDAF and repeats training iteration if needed.
FL server NWDAF or FL client NWDAF register to NRF with their FL capability information as described in clause 5.2.
The NWDAF containing MTLF determines to train an ML model either based on local configuration or when it receives the request from NWDAF containing AnLF. The NWDAF containing MTLF further determines whether the ML model should be trained via FL mechanism based on Analytic ID, Service Area/DNAI or data can not be obtained directly from data producer NF (e.g. due to data privacy, data security). The NWDAF containing AnLF is not aware whether the ML model is trained based on FL or not.
If the NWDAF containing MTLF can act as an FL server for the ML model training, then FL procedure is initiated by the NWDAF containing MTLF as FL server NWDAF directly.
If the NWDAF containing MTLF determines to train an ML model based on local configuration and the FL mechanism is required, but the NWDAF containing MTLF can't act as an FL server, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.2 and request the FL server NWDAF to provide the trained ML model as described in clause 6.2C.2.2. The FL server NWDAF may determine to initiate FL procedure before providing the ML model.
If the ML model training is triggered by the request from NWDAF containing AnLF, the NWDAF containing MTLF determines the FL mechanism is required but it can not act as an FL server, the NWDAF containing MTLF should discover an FL server NWDAF as described in clause 5.2 and request the FL server NWDAF to provide the trained ML model as described in clause 6.2C.2.2. The Subscription endpoint address of the NWDAF containing AnLF is provided in the request message sent to the FL server NWDAF. The FL server NWDAF may determine to initiate FL procedure before providing the ML model. The FL server NWDAF sends the ML model information to the notification endpoint (e.g. the NWDAF containing AnLF) after the ML model training success.
NOTE 2:	How to authorize an MTLF to request ML models on behalf of an AnLF to another MTLF (e.g., FL server NWDAF) is up to SA WG3.
Before FL procedure is initiated by FL server NWDAF, appropriate FL client NWDAFs should be discovered by FL server NWDAF as described in clause 5.2.
When starting an FL procedure, the FL server NWDAF is to provide an initial model to each FL client NWDAF, and then each FL client NWDAF is to perform local model training using their local data set. The detailed procedure for FL among Multiple NWDAFs is described in clause 6.2C.
* * * * Next changes * * * *
[bookmark: _Toc145930678]6.2C.2.1	Registration and Discovery procedure for Federated Learning


[bookmark: _CRFigure6_2C_2_11]Figure 6.2C.2.1-1: Registration and Discovery procedure for Federated Learning
Steps 1 to 3 are the NWDAF registration procedure.
1-3.	NWDAF containing MTLF as FL Server NWDAF or FL Client NWDAF registers to NRF with its NF profile, which includes NWDAF NF Type (see clause 5.2.7.2.2 of TS 23.502 [3]), Analytics ID(s), Address information of NWDAF, Service Area, FL capability type information (i.e. FL server or FL client) and Time interval supporting FL as described in clause 5.2.
Steps 4 to 6 are the NWDAF Discovery procedure.
4-6.	NWDAF containing MTLF determines ML model requires FL based on Analytic ID, Service Area/DNAI or data can not be obtained directly from data producer NF (e.g. due to privacy reasons).
	If the NWDAF containing MTLF can not perform as FL Server NWDAF, the MTLF first discovers and selects FL Server NWDAF from NRF by invoking the Nnrf_NFDiscovery_Request service operation. The following criteria might be used: Analytic ID of the ML model required, Model filter information as defined in TS 23.288 [5], FL capability Type (i.e. FL server), check if the selected FL Server NWDAF is currently executing an Federated Learning procedure for the Analytics ID, Time Period of Interest, Service Area.
	Once the FL Server NWDAF (the requested or the selected one) is determined, it discovers and selects other NWDAF(s) containing MTLF as FL Client NWDAF(s) from NRF by invoking the Nnrf_NFDiscovery_Request service operation. The following criteria might be used: Analytic ID of the ML model required, FL capability Type (i.e. FL client), Service Area, NF type(s) of data sources from which the FL Client NWDAF is able to collect data for FL training, Time Period of Interest, ML Model Interoperability Indicator.
7.	FL Server NWDAF sends Federated Learning preparation request to the FL Client NWDAF(s), using Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request service with the ML Preparation Flag, to check if the FL Client NWDAF(s) can meet the ML model training requirement (e.g. Analytics ID, ML Model Interoperability information. Data AvailabilityAvailable data  requirement (a list of Event IDs of the local data for training, Available dataData availability requirement may also include the dataset statistical properties, the time window of the data samples and the minimum number of data samples), Time Availability time requirement (time span needed for the FL process), etc.).
8.	FL Client NWDAF(s) checks if it can meet the ML model training requirement and/or can successfully download the model if the model information is provided in the request and decides whether to join the Federated Learning process based on implementation. Example criteria used by FL Client NWDAF(s) may be based on its availability, computation and communication capability and ML Model Interoperability information.
9.	FL Client NWDAF(s) invokes Nnwdaf_MLModelTraining_Subscribe response service operation or Nnwdaf_MLModelTrainingInfo_Request response service operation to indicate FL Server NWDAF if it will join the FL procedure, may contain the reason in the response message if it cannot join the FL process.
10.	FL Server NWDAF conducts selection of FL Client NWDAF(s).
[bookmark: _CR6_2C_2_2]* * * * Next changes * * * *
[bookmark: _CR6_2F_2][bookmark: _Toc145930694][bookmark: _Hlk148495280]6.2F.2	Contents of ML Model Training
The consumers of the ML model training services (i.e. an NWDAF containing MTLF) may provide the input parameters in Nnwdaf_MLModelTraining_Subscribe or Nnwdaf_MLModelTrainingInfo_Request service operations as listed below:
-	Analytics ID: identifies the analytics for the provided ML model is used.
-	ML Model Interoperability Information as defined in clause 6.2A.2.
-	A Notification Target Address (+ Notification Correlation ID) as defined in TS 23.502 [3] clause 4.15.1, allowing to correlate notifications received from the NWDAF containing MTLF with the subscription.
-	[OPTIONAL] ML Model Information (address (e.g. URL or FQDN) of Model file).
-	[OPTIONAL] ML Model ID: identifies the provided ML model.
-	[OPTIONAL] ML Preparation Flag: identifies whether the request is for preparing Federated Learning or executing Federated Learning.
-	[OPTIONAL] ML Model Accuracy Check Flag: identifies that the request is for using the local training data as the testing dataset to calculate the Model Accuracy of the global ML model provided by the service consumer NWDAF acting as the FL Server NWDAF.
-	[OPTIONAL] ML Correlation ID: identifies the Federated Learning procedure for training the ML model. This parameter is included when the service is used for Federated Learning.
-	[OPTIONAL] Data Availabilityle data requirement. This is for informing the requirement on available data availability for the ML model training. e.g. FL Server NWDAF sends the requirement in preparation request to a FL Client NWDAF for selecting the FL Client NWDAF which can meet the available data availability requirement. The following available data requirements can may be included:
-	Event ID list to be collected for local model training.
-	Dataset statistical properties as defined in clause 6.1.3.
-	Time window of the data samples.
-	Minimum number of data samples.
-	[OPTIONAL] Time Availability time requirement. This is for informing the requirement on time availability time for the ML model training, e.g. FL Server NWDAF sends the requirement in preparation request to FL Client NWDAF for selecting the FL Client NWDAF which is available in the required time for training ML model.
-	[OPTIONAL] Training Filter Information: enables to select which data for the ML model training is requested, e.g. S-NSSAI, Area of Interest. Parameter types in the Training Filter Information are the same as or subset of parameter types in the ML Model Filter Information which are defined in procedure 6.2A.1.
-	[OPTIONAL] Target of Training Reporting: indicates the object(s) for which data for ML model training is requested, i.e. a group of UEs or any UE (i.e. all UEs).
-	[OPTIONAL] Use case context: indicates the context of use of ML model.
-	[OPTIONAL] Training Reporting Information with the following parameters:
-	Maximum response time: indicates maximum time for waiting notifications (i.e. training results).
-	[OPTIONAL] Iteration round ID: indicates the iteration round number of current ML model training.
-	[OPTIONAL] Expiry time.
The NWDAF containing MTLF provides to the consumer of the ML model training service operations as described in clause 7.10, the output information in notification as listed below:
-	The Notification Correlation Information.
-	ML Model Information which includes:
-	either the ML model file address (e.g. URL or FQDN) or ADRF (Set) ID and ML Model Identifier or ML Model Storage Transaction Identifier if available.
-	[OPTIONAL] ML Model ID: identifies the provisioned ML model.
-	[OPTIONAL] Model Accuracy: The model accuracy of the global ML model, which is calculate by the FL Client NWDAF using the local training data as the testing dataset.
	[OPTIONAL] Status report of FL training: Accuracy of local model and Training Input Data Information (e.g. areas covered by the data set, sampling ratio, maximum/minimum of value of each dimension , etc.), which are generated by the FL Client NWDAF during FL procedure.
NOTE:	The parameters in Training Input Data Information are up to the implementation.
-	[OPTIONAL] ML Correlation ID. This parameter may be included when the service is used for Federated Learning.
-	[OPTIONAL] Iteration round ID: indicates the iteration round number of ML model training indicated by the FL Server NWDAF.
-	[OPTIONAL] Delay Event Notification with the following parameters:
-	delay event indication: this parameter indicates that FL Client NWDAF is not able to complete the training of the interim local ML model within the maximum response time provided by the FL Server NWDAF.
-	[OPTIONAL] cause code (e.g. local ML model training failure, more time necessary for local ML model training, etc.).
-	[OPTIONAL] Expected time to complete the training: Indicates to the FL Server NWDAF that expected remaining training time and may be provided with Delay Event Notification.
[bookmark: _CR6_2F_3]* * * * End of changes * * * *
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