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Abstract of the contribution: The intent of this proposed KI is to study how to enhance LCS to support AI/ML based Positioning. 
1	Discussion
[bookmark: _Hlk513714389]In SP-231800, WT about architecture enhancements for AI/ML based Positioning has been approved as following:
-	WT1.4: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning considering the conclusions in 3GPP TR 38.843.
NOTE 3: UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of WT#1.4.
It has also been agreed to defer work on WT1.1 to WT.1.2 and WT 1.3 of the SID until RAN reaches conclusions:
-	WT#1: AI/ML cross-domain coordination aspects
Study enhancements to support AI enabled RAN based on conclusions of the RAN study in 3GPP TR 38.843. The WT will discuss whether and how to support the cross domain (i.e. UE, RAN, 5GC, OAM and AF) collaborative AI/ML mechanisms for the aspects described by the work tasks below.  
 -	WT1.1 –Study whether and how to support UE data collection to meet requirements for RAN AI support for air interface operation (for RAN) for UE-side model training documented in 3GPP TR 38.843 clause 7.2.1.3.2. This includes identifying what benefit can be achieved from enhanced UE data collection in 5G System, and the potential impacts on the 5G framework, including potential enhancements to policy control and OAM. The WT will also discuss the possible data leakage from the operator’s domain which should be avoided and the network control over data collection.
-	WT1.2 –Study whether (and how) to support model transfer/delivery to the UE according to RAN1/RAN2 considerations documented in 3GPP TR 38.843 clause 7.1.2.4, including potential enhancements to policy control and OAM. Whether and what entities or functions transfer the AI/ML model or information to the UE will be studied as part of the work. This WT will also discuss the possible data leakage from the operator’s domain which should be avoided.
-	WT1.3: Study whether and how to support the alignment of model identification and model management between SA2 and RAN. Work will be based on the possible requirements defined by RAN1 and RAN2 considering the conclusions in 3GPP TR 38.843. 
NOTE 1: The work will not modify the architectural principle that a service-based architecture only applies for 5GC.
NOTE 2: Whether SA2 can start work on WT 1.1, 1.2 and 1.3 will be discussed at SA#105 (Sep. 2024) based on the outcome of the related work in the involved RAN WGs(s). Further change in description of WT 1.1, 1.2, 1.3 can be discussed at SA#105. 
NOTE 6: The model management will follow the framework as defined by RAN.
As approved in RP-234039, the following use cases have been identified with corresponding priorities and some aspects have been concluded to study from RAN WGs point of view.
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· (2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases.

As depicted in the Figure 1, AI/ML positioning model will be deployed in different entities for different cases. For example, model inference will be performed at UE side for case 1 and 2a, at gNB side for case 3a, and at LMF side for case 2b and 3b. 
Observation 0:
1) From R16 on, the NWDAF has been introduced in core network, and then in R17 it was split to two kinds of functions as the NWDAF containing MTLF and NWDAF containing AnLF. The NWDAF containing MTLF supports ML model training and ML model provisioning to NWDAF containing AnLF.
2) For AI/ ML positioning, the UE, gNB and the LMF, who performs model inference, is similar as the NWDAF containing AnLF. And it is reasonable to reuse the NWDAF containing MTLF to train AI/ML positioning model in some situations, especially for LMF side model.


Figure1: Overall architecture to support AI based Positioning 

Given different cases may have different impacts on architecture and will have different study scope, thus this paper will give some observations and analysis separately for each category.

· Case 2b and 3b: 
[image: ]           [image: ]
Observations 1:
· Model inference for AI/ML positioning could be at LMF side, and input data (e.g. SRS or PRS measurements, etc.) for model inference from UE and RAN needs to be collected by the LMF;
· Model training for AI/ML positioning should be at CN side (e.g. NWDAF), and data (e.g. measurements and UE location result, etc.) for model training needs to be collected by the CN node. Whether the CN node for model training is NWDAF is not clear;
· Model performance monitoring for AI/ML positioning could be at LMF side, and data collection (e.g. ground truth data, input data for AI/ML positioning prediction, etc.) from UE, PRU or RAN is needed.
SA impacts analysis 1: (at least the following aspects will have impacts on SA2 specification)
· LMF capability enhancements for AI/ML positioning and LMF selection for AI/ML positioning model inference;
· (if needed) UE or RAN capability reporting for new measurements for AI/ML positioning;
· (if needed) CN node (e.g. NWDAF) selection for model training;
· (if needed) LMF and NWDAF interaction for ML model retrieval and provision;
· Data collection for model training, model inference and model performance monitoring from UE, PRU, RAN or CN node;
· LCM procedure for AI/ML positioning with model performance monitoring (e.g. AI positioning activation, monitoring activation/deactivation, metric feedback, ML Model re-training, AI/ML positioning deactivation, etc.) at LMF.
Proposal 1: To support AI/ML positioning for case 2b and 3b, a key issue is proposed from architecture enhancements point of view, which aims to investigate the following aspects
1. How to define AI/ML positioning capability for LMF and whether to select LMF instance based it.
2. How to do data collection for ML model training/model inference/model performance monitoring for AI/ML positioning in LMF;
3. Which CN entity and how to train and provide the ML model to the LMF for AI/ML positioning;
4. When and how to activate or deactivate AI/ML positioning in the LMF;
5. How to monitor and enhance model performance for AI/ML positioning in LMF.	

· Case 3a
[image: ]
Observations2:
· Model inference for AI/ML positioning is at gNB side, and the inference output is AI SRS measurement per UE. Input data for model inference is measured by RAN internally;
· Whether CN side (e.g. NWDAF) can perform model training for gNB is not clear, but if allowed, data collection from RAN to CN node is needed, which should be based on RAN conclusion
· Model performance monitoring for AI/ML positioning could be at LMF side, since only the LMF can obtain labelled UE location. Data (e.g. AI predicted output and label data) needs to be collected by the LMF from RAN or PRU.

SA impacts 2: (at least the following aspects will have impacts on SA2 specification)
· (if needed) gNB new capability of AI/ML positioning and reporting it to the LMF;
· LCM procedure for AI/ML positioning with model performance monitoring (e.g. AI positioning activation, monitoring activation/deactivation, metric feedback, ML Model re-training, AI/ML positioning deactivation, etc.) at gNB.
· If AI/ML positioning model for gNB is trained by CN side (e.g. NWDAF), then following aspects will have SA impacts：
· CN node (e.g. NWDAF) selection for model training
· RAN and CN node interaction for model retrieval and provision
· Data collection for model training from RAN to CN node;
Proposal 2: To support AI/ML positioning for case 3a, a key Issue is proposed from architecture enhancements point of view, which aims to investigate the following aspects:
1. Whether and how to inform CN about RAN’s AI/ML positioning capability?
2. How to do data collection for ML model training/model performance monitoring for AI/ML positioning in gNB； 
3. If CN is involved to train the ML model for AI/ML positioning in gNB, which CN entity and how to train and provide the ML model to the gNB; 
4. When and how to activate or deactivate AI/ML positioning in the gNB;
5. How to monitor and enhance model performance for AI/ML positioning in gNB.

 
Observation 2: Case 3a requires a gNB side model and thus overlaps with postponed WT 1.3. As the solution focuses on gNB enhancements, it is also mainly a RAN issue.

· Case 1 and 2a:
[image: ]                 [image: ]
Observations 3:
· Model inference for AI/ML positioning is at UE side and the inference output is AI target location (case 1) or AI PRS measurement (case 2a). Data for model inference is measured by UE internally;
· Model training may be performed at OTT server or NW side (CN or RAN), data for model training can be collected by OTT or NW (CN or RAN) from UE. However, they are not in the scope of WT#1.4 and should be discussed (together with WT 1.1, 1.2 and 1.3) at SA#105 (Sep. 2024) based on the outcome of the related work in the involved RAN WGs(s). as declared in SP-231800.
· Model performance monitoring could be at LMF. Data (e.g. AI predicted output and label data) needs to be collected by the LMF from UE or PRU.
SA impacts 3: (at least the following aspects will have impacts on SA2 specification, and can be studied in the scope of WT 1.4)
· (if needed) UE new capability of AI/ML positioning and reporting it to the LMF;
· LCM procedure for AI/ML positioning with model performance monitoring (e.g. AI positioning activation, monitoring activation/deactivation, metric feedback, AI/ML positioning deactivation, etc.) at UE.
Proposal 3: To support AI/ML positioning for case 1 and 2a, a key Issue is proposed from architecture enhancements point of view, which aims to investigate the following aspects:
1. Whether and how to inform CN about UE’s AI/ML positioning capability;
2. When and how to activate or deactivate AI/ML positioning in the UE;
3. How to monitor and enhance model performance for AI/ML positioning in UE.

Observation 3: Case 1 and case 2a require UE-side models and thus overlap with postponed WT 1.2. 

Proposal 2: Mainly focus the key issue only on cases 2b, 3b of NR_AIML_Air WID.

2. Proposal
It is proposed to agree the key issue(s) into TR 23.700-84. Regarding how to structure KI for WT#1.4, two alternatives:
a) 3 separate KIs per use case category  
b) one general KI.

Based on offline feedback, it looks the majority prefer to have alternative b) and therefore alternative a) is removed.

Start of Changes (all new changes)
[bookmark: _GoBack]
This key issue aims to provide solutions for whether and how to consider enhancements to LCS to support AI/ML based Positioning for Cases 2b, 3b as defined in TR 38.843 [X], which will investigate the following aspects:
· Whether and how to AI/ML positioning capability and;
· Study whether and how an AI/ML model used by the LMF for Direct AI/ML positioning (i.e. case 2b/3b) is handled:
· Which entity trains the model for Direct AI/ML positioning and how the LMF gets the trained AI/ML model
· Define procedures for data collection with objective to train AI/ML models used by LMF
· Whether and how to support AI/ML positioning with additional 5GC enhancements.
· 
NOTE 1: It is assumed that the LMF that uses the trained AI/ML model performs inference and derives the UE position, which is LMF implementation.
·  activate AI/ML based positioning 

· How to monitor model performance for LMF-side models for AI/ML based positioning. 
NOTE 2: UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.
        NOTE 3: What data to be collected for the model training/model inference/model performance monitoring for LMF-sided model needs to be coordinated with RAN WG.
NOTE 4: Case1/2a/3a in TR 38.843 [X] are out of the scope, and any potential alignment work will be based on the possible requirements defined by RAN WGs considering the conclusions in 3GPP TR 38.843. 

End of Changes
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