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Abstract of the contribution: This pCR proposes a new use case on WT2 for Vertical Federated Learning.
[bookmark: _Hlk513714389]1	Discussion
Based on the last SA#102 Plenary meeting of the approved R19 FS_AIML_CN (SP-231800), this paper proposes a use case related to WT2.
	· [bookmark: _Hlk143530336][bookmark: _Hlk143530231]WT2:  Study whether and what potential enhancements are needed to enable 5G system to assist in collaborative AI/ML operation involving 5GC/NWDAF and/or AF for “Vertical Federated Learning (VFL)”. The work will be based only on and limited to the scope of justified use cases. 




2. Proposal
It is proposed to adopt the following text in TR 23.700-84.

*** Start of 1st change (all new text) ***
[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]5.1.X	Use Case #X: Vertical Federated Learning for Slice Analytics
[bookmark: _Toc22214905][bookmark: _Toc23254038]5.1.X.1	Description
TS 23.288 [Y] provides NWDAF specification support for slice analytics in the form of slice load in cl. 6.3 and slice service experience in cl. 6.4. In addition to statistics, AnLF provides predictions derived by means of AI/ML models hosted inprovided by MTLF that use the S-NSSAI (and optionally NSI ID) as the slice (or slice instance) sample for which the derived predictions apply. 
[bookmark: _GoBack]In large networks, multiple NWDAF instances with different Areas of Interest may be required to cover the complete serving area of a single slice, and the complete set of input data spanning multiple features required to train robust AI/ML models may not be accessible by each of the NWDAF instances individually. This situation leads to a scenario where the feature space/input data is divided among different NWDAF instances. For example, multiple AMFs may be associated to one single slice, and each NWDAF instance may train its slice load model using as input data the number of UEs served by one particular AMF within the slice (see Tables 6.3.2A-2, 6.3.3A-3 and 6.3.3A-4 in TS 23.288 [Y]). Therefore, the complete feature space would not be available to train any individual model hosted at one NWDAF instance containing MTLF, but rather it would be distributed among NWDAF instances deriving slice load analytics.
In the use case outlined above, each NWDAF instance can train its model on a portion of the feature space, but no single instance has access to the entire feature set required for a holistic model. To overcome that, Vertical Federated Learning (VFL) is a tool that allows the combination of AI/ML models that are being trained on the same set of samples (e.g., network slices or network slice instances) but with different feature spaces/input data. Each NWDAF instance contributes its unique insights, derived from its subset of features, to create a more comprehensive and accurate predictive model. Multiple NWDAF instances need thus to cooperate to provide accurate slice load predictions since each of them trains their model on just a portion of the feature space. 
Existing NWDAF capabilities allow the aggregation of already-derived analytics, as well as the application of Horizontal Federated Learning (HFL) among NWDAF instances where the features of the local models are assumed to be the same. However, unlike VFL, none of these capabilities allow the training of a joint model combining local models that have been trained on the same samples but different features. VFL addresses this gap by enabling a specific collaborative type of model training across distributed NWDAF instances, each with its partial view of the feature space. 

*** End of 1st change ***
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