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Abstract of the contribution: This document proposes a solution to address partially the KI#2, i.e., the S&F satellite operation. It targets at optimizing the transport of both MT (Downlink) and MO (Uplink) S&F-traffic under the scenario of intermittent feeder link, for the NR NTN case. 

1	Discussion 
[bookmark: _GoBack]This solution targets partially for the KI#2, i.e., S&F satellite operation, revolving around how to optimize the transport of both MT (Downlink) and MO (Uplink) traffic, including data and signaling, under the scenario of intermittent feeder link, for NR NTN case. Its main objective lies at addressing the potential overloading due to the exodus of stored messages (once service-link and/or feeder-link re-gain(s) connectivity). This solution proposal can be complementary to other S&F solution enhancements.
Specifically, it addresses:
· The minimum necessary set of core network functions that would be on-board satellite(s);
· The enhancement on the UE and network procedures to support S&F.
According to the definition of ‘S&F satellite operation’ in TR 23.700-29, the S&F service will handle both UL (MO) and DL (MT) traffic. While the feeder link is unavailable, the MO suggests the on-board (satellite) storage of UL messages, and the MT indicates the on-ground storage of DL messages. However, for MT service, even if MT-traffic can be sent from on-ground CN to on-board satellite RAN, the potentially unavailable service link may prevent such MT traffic from being delivered further to UE. Therefore, there should be existing some network function(s) on-board satellite that would be able to store the MT traffic also.
Further, even if the MO and MT S&F services have different requirements, there should be an integrated S&F-based deployment architecture that could handle holistically both MO and MT services.

2	Proposal 
It is proposed to capture the solution proposal for the inclusion in the TR 23.700-29.	
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6	Solutions
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6.x	Solution #x: Performance optimization for the transport of MT/MO S&F traffic 
6.x.1	Description
[bookmark: _Toc500949101]This solution targets partially for the KI#2, i.e., S&F satellite operation, revolving around how to optimize the transport of both MT (Downlink) and MO (Uplink) traffic, including data and signaling, under the scenario of intermittent feeder link, for NR NTN case. Its main objective lies at addressing the potential overloading due to the exodus of stored messages (once service-link and/or feeder-link re-gain(s) connectivity). This solution proposal can be complementary to other S&F solution enhancements.
Specifically, it addresses:
· The minimum necessary set of core network functions that would be on-board satellite(s);
· The enhancement on the UE and network procedures to support S&F.
According to the definition of ‘S&F satellite operation’ in TR 23.700-29, the S&F service will handle both UL (MO) and DL (MT) traffic. While the feeder link is unavailable, the MO suggests the on-board (satellite) storage of UL messages, and the MT indicates the on-ground storage of DL messages. However, for MT service, even if MT-traffic can be sent from on-ground CN to on-board satellite RAN, the potentially unavailable service link may prevent such MT traffic from being delivered further to UE. Therefore, there should be existing some network function(s) on-board satellite that would be able to store the MT traffic also.
Further, even if the MO and MT S&F services have different requirements, there should be an integrated S&F-based deployment architecture that could handle holistically both MO and MT services.
6.x.1.1	S&F Deployment Architecture
The deployment architecture for the proposed solution is shown in the Figure 6.x.1.1. The proposed deployment scheme also answers the item: “The minimum necessary set of core network functions that would be on-board satellite(s)”. 
In the diagram, we add one I-UPF on-board satellite. Note that it is the only core network function that we propose will be on-board satellite. The 5GC (with PSA-UPF) are on-ground. This I-UPF and the corresponding gNB can be deployed on the same or different satellites. If I-UPF & gNB are on different satellites, according to the architectural assumptions & principles in TR 23.700-29, the impact of the ISL between their respective satellites is insignificant.
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Figure 6.x.1.1: S&F Deployment Architecture
As we have elucidated in the clause 6.x.1, an integrated solution architecture should be used to handle both MT and MO services together. If the I-UPF is not deployed, upon the unavailability of the feeder link, while the MT service could have MT traffic stored on the ground-UPF, there does not have an effective network element to store the MO traffic. 
NOTE xx: 	An alternative way is to have MO traffic stored in on-board gNB. In this scenario, we have to either coordinate with RAN WGs or add external network elements/functionalities to handle it. This will unavoidably drag the timeline of this SID.
With the introduction of an on-board I-UPF, the MO traffic could be stored here, and then forwarded once the feeder link (between the satellite with the I-UPF on-board and the ground-station) is available. Other advantages might be:
1) For the MT service, if the feeder link is available but the service link is unavailable (rare but just in case for any reason), then MT traffic could be on-board stored here temporarily waiting for later forwarding;
2) Since we have both (on-board) I-UPF and (on-ground) PSA-UPF, the performance optimization algorithm we are going to explain later would be consistent. 
6.x.1.2	Performance impact from the accumulation of stored MT/MO traffic
When the feeder link is out of service, the S&F Satellite operation stores MO traffic from UEs on-board satellite(s), and simultaneously MT traffic from DN on the ground. 
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Figure 6.x.1.2: Deployment Sites of Performance Optimization
As our solution in the clause 6.x.1.1 has proposed to deploy an I-UPF on-board satellite and the PSA-UPF on the ground, the Figure 6.x.1.2 shows different S&F cases for both MT (Downlink) and MO (Uplink) traffic:
· MT: When MT traffic reaches the (on-ground) PSA UPF, if the feeder link is unavailable, it will be stored there (i.e., marked as ‘D1’ in the figure). And, if the feeder link is available, but the service link (to UE) is unavailable, the MT-traffic can be stored on the (on-board) I-UPF (i.e., marked as ‘D2’ in the figure);
· MO: When the feeder link is unavailable, MO-traffic will be stored on the (on-board) I-UPF (i.e., marked as ‘U1’ in the figure).
As we can see, once the feeder link (or the service link for MT) is available, the accumulated MO/MT traffic, temporarily stored either on-board or on-ground, will be delivered immediately to their respective destinations. If the volume of the accumulated (MO and/or MT) traffic is large, this kind of exodus will unavoidably cause overload performance impact to the network, e.g., at locations ‘D1, D2 and U1’.
6.x.1.3	Performance optimization to forward accumulated MT/MO traffic
At the first glance, since the Priority Level associated with 5G QoS indicates a priority in scheduling resources among QoS flows, it could be a good candidate to mitigate the potential overload impact. Further, a corresponding S&F forwarding priority could also be defined/derived based on the ‘Priority-Level’ parameter. However, the challenges are:
· The number of priority levels is limited, which means that lots of stored messages will share the same priority. This undermines the granularity to prioritize differentiated levels of stored messages;
· Even on the same priority level, when the unavailable duration of a feeder link is sufficiently long, there might be quite a lot accumulation of S&F messages (thanks to the few of priority levels). Once the feeder link is available again, all those accumulated messages (supposed to be on the same priority level) will compete immediately and also equally for resources to transport stored MT/MO traffic, which introduces inevitably the overload performance impact.

Therefore, we proposed in this solution draft an optimization algorithm to tackle the performance enhancements of the S&F Satellite Operation. This draft also answers the item, i.e., the enhancement on the UE and network procedures to support S&F, from the KI#2.
In principle, our proposal intends to utilize both the existing 5G QoS characteristics as well as the satellite related work that has been standardized in 5G documents (23.501, 23.502 and 23.503 [xxxxxx]). Our objectives are to 
· achieve prioritized transmission among stored (MO/MT) traffic
· mitigate the potential network overloading
· avoid the starvation of lower priority-level QoS flow, and 
· distribute the algorithmic control logics, etc.  
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Figure 6.x.1.3: Performance Optimization for accumulated MT/MO delivery
The optimization scheme is shown in the Figure 6.x.1.3. The main idea of the algorithm stems from the availability duration of a feeder link once it is available, which can be, in our assumption, derived from the satellite ephemeris (e.g., period, height, elevation angle, etc.), similar to the satellite work in 23.501 [xxx]. In the figure, the time Tb is the moment when the feeder link of a satellite is available again (from unavailability period), and the time Te is the moment the same feeder link is projected to go unavailable. The difference (Tb-Te) is the whole feeder link availability duration.
For the QoS flow on the ith highest priority level, 
Ti = Time [satellite-ephemeris, QoS flow priority-level, offsets],
where ‘offsets’ are optional factors, like message arrival time, message maximum latency, etc.

Then, (Ti-Tb) is the max time-range over which all currently stored traffic (MO or MT) belonging to a QoS flow should be forwarded. Here, the function Time to compute Ti will make sure the higher the priority-level of a QoS flow, the lower the Ti, and thus the shorter the time range (Ti-Tb). For example, as shown in the Figure 6.x.1.3, the 1st-hightest priority-level renders the shortest time T1, the 2nd -highest has the 2nd shortest T2, and so on. The lowest priority-level spans almost the whole feeder-link availability duration.

Let the priority-based max time range (PBR):		PBRi = Ti – Tb.
Then, for the kth stored message from a QoS flow on the ith highest priority level, its forwarding time 
FTk = OMF [PBRi, mesg-order-index(k), total number of stored messages]
Where: OMF stands for ‘Overload Mitigation Function’; the ‘total number of stored messages’ indicates the complete set of currently stored messages of the QoS flow.
NOTE xx: 	The function OMF is implementation specific, which might be dependent on an operator’s local policy. For example, OMF could be comprised of the application of randomization, space-out, and more. 
This algorithm can help alleviate the overload impact and achieve all the objectives we set forth above:
· Achieve prioritized transmission among stored messages:
· [Explanation] The computation function of Ti warrants the shorter duration for a higher priority level. So, when we apply the randomization and space-out to stored messages, the stored messages from a higher-priority QoS flow tend to be, statistically, forwarded earlier than those from a lower-priority flow.  
· Mitigate the potential network overloading:
· [Explanation] The possible application of randomization and space-out over a PBR helps avoid the exodus delivery of all stored messages from all priority levels instantly once the feeder link is available.
· Avoid the starvation of a lower priority-level QoS flow:
· [Explanation] As shown in the Figure 6.x.1.3, while, at each priority level, a stored message will be forwarded in accordance with the timer FTk (as shown above), it does not schedule all stored messages from a higher priority level ahead of all stored messages from a lower priority level. Thus, it avoids starvation.
The reason is because all PBRi’s start from Tb, which still gives, statistically, a lower priority-level message some chance to be forwarded earlier. This also conforms to the case in reality. For example, if all network links are in services and resources are available when a lower-priority message reaches a UPF, it will be scheduled to forward even if a higher-priority message arrives later. 
· Distribute the algorithmic control logics, etc.  
· [Explanation] The computation of the timer FTk occurs at each QoS flow, which does not need a centralized controller.

[bookmark: _Toc97269612][bookmark: _Toc104439707][bookmark: _Toc112689026][bookmark: _Toc112689321][bookmark: _Toc112774643][bookmark: _Toc113357227][bookmark: _Toc116639154][bookmark: _Toc131163524]6.x.2	Procedures
Precondition: UE has successfully registered with the 5G network.
6.x.2.1	General procedure for performance optimization
[bookmark: _Toc326248711][bookmark: _Toc510604409][image: ]

Figure 6.x.2.1: High-level Procedure for Overloading Mitigation
0a.	An AF function sends the satellite ephemeris data to NEF (untrusted) or to PCF (trusted), from which PCF generates PCC rule and sends to SMF. 
NOTE xx:	The provision of satellite ephemeris data could reference how the SCAI, i.e., satellite coverage availability information, is provisioned in TS 23.501 [xxx].
NOTE xx:	PCF can accordingly determine the feeder link availability duration, i.e., the time Tb and Te, based on the satellite ephemeris data.
0b.	SMF sends PCC rule to UPF/I-UPF during session establishment/update. 
NOTE xx:	Our solution proposal designates an (I-)UPF would be the NF to store & forward MO/MT traffic.
1.	A feeder link is available (again) and the S&F service starts the forwarding operation logic.
2a.	(I-)UPF derives the max time-range for each priority level.
2b.	(I-)UPF determines the forwarding timer (FTk) for each stored message per QoS flow per priority level.
3.	The forwarding timer (FTk) of a stored message starts.
4.	The forwarding timer (FTk) (of a stored message) expires and (I-)UPF starts forwarding the corresponding MO/MT traffic accordingly. 
5. 	Repeat steps 2b, 3 and 4, until (I-)UPF finishes forwarding all stored MO/MT traffic.
Editor's note:	How the I-UPF knows when the RAN is ready for DL forwarding is FFS.

6.x.2.2	Enhanced procedure for S&F UE Registration
This procedural enhancement is for a UE supporting the satellite S&F service to register with the 5G system. The objective is, upon UE registration, for UEs and 5GS to negotiate the S&F operation support. The enhancement is supplementary to the procedure as defined in the clause 4.2.2.2.2 in TS 23.502[xxx]. 
The enhanced steps will not have a material impact to the overloading performance optimization. We only list here for the control-plane completeness. The following figure is pretty much self-explanatory.
[image: ]

6.x.2.3	Enhanced procedure for S&F Service Request
This procedural enhancement is for the service request between UEs and 5GS that support the S&F satellite service. The objective is for 5GC to select (I-)UPFs that support S&F service. The enhancement is supplementary to the procedures as defined in the clauses 4.2.3.2 and 4.2.3.3 in TS 23.502[xxx]. 
Similar to 6.x.2.2, the enhanced steps will not have a material impact to the overloading performance optimization. We only list here for the control-plane completeness. The following figure is pretty much self-explanatory.
[image: ]
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AF:
-	Send satellite ephemeris data, including the starting coverage time and the ending time of a satellite for a serving area. 
PCF:
-	Receive the satellite ephemeris data.
-	Determine feeder link availability duration (e.g., Tb and Te)
-	Generate PCC rule
SMF:
-	Receive & send the PCC rule (containing the feeder link availability duration info)
(I-)UPF:
-	Receive the PCC rule (containing the feeder link availability duration info)
-	Detect the in-service (i.e., available) time of a feeder link
-	Generate the max time-range for each priority level (i.e., PBRi = Ti - Tb)
-	Calculate the forward timer FTk for each stored S&F message, based on PBRi, message-order-index, etc.
-	Run the FTk timer, and forward out the corresponding message when FTk expires.


* * * * End of changes * * * *
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