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1.	Discussion
According to the approved SID SP-231800, regarding WT#1, only WT#1.4 as below is allowed to be discussed before Sep, while NOTE 3 also applies the restriction of the scope for WT#1.4.
-	WT1.4: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning considering the conclusions in 3GPP TR 38.843.
NOTE 3: UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of WT#1.4.
Based on RAN approved WID RP-234039 regarding AI/ML for NR Air Interface, the positioning related objectives are approved as below:
· Positioning accuracy enhancements, encompassing [RAN1/RAN2/RAN3]:
· Direct AI/ML positioning:
· (1st priority) Case 1: UE-based positioning with UE-side model, direct AI/ML positioning
· [bookmark: _Hlk155640527](2nd priority) Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
· (1st priority) Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
· AI/ML assisted positioning 		 
· (2nd priority) Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning	
· (1st priority) Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
· Specify necessary measurements, signalling/mechanism(s) to facilitate LCM operations specific to the Positioning accuracy enhancements use cases, if any
· Investigate and specify the necessary signalling of necessary measurement enhancements (if any)
· Enabling method(s) to ensure consistency between training and inference regarding NW-side additional conditions (if identified) for inference at UE for relevant positioning sub use cases

There are 5 use cases discussed in RAN in Rel-18 and we need to analyse what are the different impacts to SA2.
Case 1: UE-based positioning with UE-side model, direct AI/ML positioning or AI/ML assisted positioning
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Figure 1: Architecture for case 1
The following are the characteristics of case 1:
· UE based positioning.
· ML Inference is performed in UE side.
· The output of ML inference is Target location directly (option 1), or some measurement parameters, UE will further generate the Target location based on the ML output (option 2). But the UE always provides the Target location to LMF.
Potential SA2 impact:
· How to collect data to train /inference/monitor the ML model and download the ML model used in UE side cannot be discussed in SA2 before at least Sep. 2024 based on NOTE 3 in SID SP-231800.
· How to perform ML inference and how to generate the target location is UE’s internal behavior which is out of SA2’s scope.
· UE reports Target location to LMF is in SA2’s scope, however, it is already supported to report the target location via LPP protocol from UE to LMF and therefore there is no spec impact in SA2.
· How to monitor the ML model operated in UE is out of SA2 scope.
Proposal 1: There is no need to study case 1 in SA2 FS_AIML_CN for Rel-19 at least until Sep. 2024.
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
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)Figure 2: Architecture for case 2a
The following are the characteristics of case 2a:
· LMF-based positioning.
· ML model inference is performed in the UE side to generate the measurement parameters as output.
· UE provides the output of ML inference as PRS-based measurement to LMF and used by LMF to generate the Target location.
Potential SA2 impact:
· How to collect data to train /inference/monitor the ML model and download the ML model used in UE side  cannot be discussed in SA2 at least until Sep. 2024based on NOTE 3 in SID SP-231800.
· How to perform ML inference and how to generate the measurement parameters as output is UE’s internal behavior which is out of SA2’s scope.
· RAN may define new measurement parameters as output of ML model in UE side and send to LMF to generate target position, however, it is already supported to report measurement parameters from UE to LMF and it is supposed that the same mechanism will be used in Rel-19. SA2 may need to do some alignment during normative work if RAN defines new measurement parameters as AIML output, but there is no architecture study in SA2 for this case.
Proposal 2: SA2 may need to do some alignment during normative work to support new measurement parameters via LPP protocol based on RAN’s agreement. But there is no architecture enhancement requirement for case 2a, and no need to study case 2a in in SA2 FS_AIML_CN for Rel-19 at least until Sep. 2024. 
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Figure 3: Architecture for case 2b
The following are the characteristics of case 2b:
· LMF based positioning.
· LMF generate Target location via ML inference.
· UE provides PRS-based measurement to LMF as inputs which used by LMF to generate target location.
Potential SA2 impact:
· How to perform ML inference to generate the Target location is LMF’s implementation which is out of SA2’s scope
· UE reports measurement parameters to LMF is already supported in pre-rel-19 and there is no need to study in Rel-19.
· Whether the ML model used by LMF is trained in the LMF or other NFs is required to be studied by SA2.
Proposal 3: SA2 only need to study where and how to train the ML model used in LMF for case 2b in SA2 FS_AIML_CN for Rel-19.
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
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Figure 4: Architecture for case 3a
The following are the characteristics of case 3a:
· LMF based positioning.
· LMF generates the target location based on SRS-based measurement sent from RAN to LMF
· ML inference is performed in NG-RAN, the output of ML inference is SRS-based measurement.
Potential SA2 impact:
· How to train the ML model used in NG-RAN is out of SA2’s scope.
· RAN may define new SRS-based measurement as output of ML inference send to LMF, but how to send measurements parameters is already supported in pre-Rel-17. SA2 may only need to do the alignment during normative work to support new SRS-based measurements via NRPPa sent from NG-RAN to LMF if any new measurement parameters are agreed in RAN.
· How does LMF generate the target location is implementation specific which is out of SA2’s scope.
Proposal 4: SA2 may need to do some alignment during normative work to support new measurement parameters via NRPPa protocol based on RAN’s agreement. But there is no architecture enhancement requirement for case 3a, and no need to study case 3a in SA2 FS_AIML_CN for Rel-19. 
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Figure 5: Architecture for case 3b
The following are the characteristics of case 3b:
· LMF based positioning.
· LMF generate Target location via ML inference.
·  NG-RAN provides SRS-based measurement parameters to LMF as input data for ML inference.
Potential SA2 impact:
· It is already supported to provide SRS-based measurement from gNB to LMF via NRPPa in pre-Rel-19, there is no SA2 impact about how to send input data from NG-RAN to LMF.
· How does LMF generates the target location based on ML inference is implementation specific which is out of SA2’s scope.
· Whether the ML model used by LMF is trained by LMF or other entities is required SA2’s study.
Proposal 5: SA2 only need to focus the study where and how to train the ML model used in LMF for case 3b in SA2 FS_AIML_CN for Rel-19.

2.	Text proposal
Based on the above discussion, it is proposed to agree the key issue(s) into TR 23.700-84 for WT#1.4.
It is also proposed to adopt the 5 cases discussed in RAN in Annex for information.
[bookmark: _Hlk67396857]>>>>BEGINNING OF CHANGES (all new text)<<<<
[bookmark: _Toc22214903][bookmark: _Toc23254036]5	Key Issues
[bookmark: _Toc435670433][bookmark: _Toc436124703][bookmark: _Toc509905226][bookmark: _Toc510604403][bookmark: _Toc22214904][bookmark: _Toc23254037]5.X	Key Issue #X: Enhancement to support AI/ML based positioning 
[bookmark: _Toc22214905][bookmark: _Toc23254038]5.X.1	Description
This key issue is applicable to WT#1.4: Study whether and how to consider enhancements to LCS to support AI/ML based Positioning, which will investigate the following aspects:
· Where and how to train the ML model used in LMF for case 2b and case 3b in Annex X
· How to monitor the ML model accuracy that used in LMF for case 2b and case 3b in Annex X.
NOTE 1:	UE data collection, model delivery and transfer to the UE and model identification/management are not within the scope of this key issue.
NOTE 2: There is no study work in this key issue for case 1 in Annex X.
NOTE 3: SA2 may need to do some specification alignment to enhance the LPP protocol or NRPPa protocol to send new measurement parameters to LMF during normative work if any are defined based on RAN’s progress. There is no study work in this key issue for case 2a and case 3a in Annex X.
NOTE 4:	When and how to activate / deactivate AI/ML based positioning is out of scope of this key issue.
>>>>NEXT CHANGE (All new text) <<<<
Annex X: Supported cased for AI/ML based positioning
Based on the discussion in TR 38.843 [x], the following cases are considered for AI/ML based positioning:
Case 1: UE-based positioning with UE-side model, direct AI/ML positioning or AI/ML assisted positioning
Case 2a: UE-assisted/LMF-based positioning with UE-side model, AI/ML assisted positioning
Case 2b: UE-assisted/LMF-based positioning with LMF-side model, direct AI/ML positioning
Case 3a: NG-RAN node assisted positioning with gNB-side model, AI/ML assisted positioning
Case 3b: NG-RAN node assisted positioning with LMF-side model, direct AI/ML positioning
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Figure X-1: Architectures for AIML based positioning for KI#1
In Figure X-1, D-AIML means Direct AI/ML positioning, while A-AIML means AI/ML assisted positioning.

>>>>END OF CHANGES<<<<
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