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1. Discussion

All the MBS session mentioned below are the multicast MBS session.

In the SA2#156E meeting, SA6 send the LS (S2-2303985) on the packet data loss during multicast delivery activation. The scenario in the SA6 LS is

-
A talker starts to speak to the group after a silent period with no DL media. The media packet from the talker needs to be delivered via the multicast MBS session.

-
The multicast MBS session is configured and the group members have joined in advance. After a while, the application layer signalling, e.g., group call request, MapGroupToSessionStream, floor taken needs to be delivered via the multicast MBS session.

During the silent period without DL media, the multicast MBS session used for this group communication might become inactive and the joined UEs become IDLE. The new DL packets trigger the multicast MBS session being activated and the IDLE UEs being paged. However, not all the UEs become CONNECTED at the same time. The late CONNECTED UEs will lose the packet as the NG-RAN will start to transmit the packet when the first UE becomes CONNECTED which triggers the shared delivery restoring again.

In the SA2#157 meeting, SA2 sends the LS (S2-2307982) to RAN2 and SA6 for further clarification and question.
In this meeting, the RAN2 and SA6 send the feedback.
In the RAN2 reply LS (S2-2310119/R2-2309245)
SA2 Q1. 
what are the conditions upon which gNB may move the UE involved in an active MBS Session to RRC_INACTIVE (as quoted in clause 16.10.5.2 of TS 38.300) and whether the QoS information (e.g., 5QI, ARP) of the multicast session is taken into account when deciding whether to move the UE to RRC_INACTIVE state or not.  

Answer 1: RAN2 specifications do not explicitly capture any other parameters and/or conditions for the network nodes (e.g., whether the QoS information of the multicast session is taken into account) to make the decision of moving the UE with active multicast session to RRC_INACTIVE other than ‘temporary no data’ for multicast and ‘Expected UE Behaviour’ for unicast/multicast
 (i.e., it is up to network implementation whether to take QoS information into account).


gNB is not anticipated to proactively move the UE with active MBS session to RRC_IDLE. However, the UE may need to transition to RRC_IDLE e.g., due to RLF. Only in the case of deactivated MBS session, the UE may be moved by gNB to RRC_IDLE (or RRC_INACTIVE). This is in accordance with SA2 understanding indicated in the LS S2-2307982 and the procedural text in TS 23.247.

SA2 Q2. 
what is the typical latency of first downlink packet(s) transmission if the UE is in RRC_INACTIVE state?

Answer 2: When eDRX is configured for the UE, typical delay for transition from RRC_INACTIVE to RRC_CONNECTED can be several seconds.

Assuming lowest paging cycle of 320ms and no eDRX, even with assumption of two full cycles for successful paging (i.e., UE having just missed the DRX cycle and missing the first page), the total delay from paging in RRC_INACTIVE to the transition to RRC_CONNECTED to first downlink packet(s) transmission can be expected to be below 1s (i.e. <1000ms).

In the answer 1 to the Question 1, RAN2 only explicitly capture two condition (‘temporary no data’ for multicast and ‘Expected UE Behaviour’ for unicast), for moving the UE to RRC Inactive in Rel-17. RAN2 also said, i.e., it is up to network implementation whether to take QoS information into account
Observation 1: For active MBS session, it is up to NG-RAN implementation whether the QoS information (e.g., 5QI, ARP) of the multicast session is taken into account when deciding whether to move the UE to RRC_INACTIVE state or not.
In the answer 1, generally for active MBS sessions, gNB will not move UE to RRC IDLE. However, the UE may need to transition to RRC_IDLE e.g., due to RLF (radio link failure). In this case, the UE will connect to gNB again. This case (For the active MBS session, the involved UE is in the RRC IDLE) is just a temporary state, not the norm.
Observation 2: For active MBS session, only take the RRC connected and RRC INACTIVE state into consideration.
In the answer to the Question 2, the delay from RRC_INACTIVE to RRC_CONNECTED can be several seconds for eDRX case.
Observation 3: The eDRX is not suitable for UE which is involved to MBS session (especially Mission critical services).

Proposal 1: The eDRX shall not be applied to UE which is involved in MBS session (especially Mission critical services).
In the answer to the Question 2, the lowest paging cycle of 320ms and no eDRX, total delay from paging in RRC_INACTIVE to the transition to RRC_CONNECTED to first downlink packet(s) transmission can be expected to be below 1s (i.e. <1000ms).
In the 38.331,

PagingCycle ::=                     ENUMERATED {rf32, rf64, rf128, rf256}

ExtendedPagingCycle-r17 ::=         ENUMERATED {rf256, rf512, rf1024, spare1}

rf = radio frame, i.e. 10ms. So the smallest paging cycle is 320ms.
It means for the no eDRX UE, the normal delay is about 1s from paging to receiving 1st packet. If the paging cycle is more than 320ms, the delay becomes longer.
Observation 4: For the no eDRX and lowest paging cycle of 320ms, the delay from paging RRC_INACTIVE UE to first downlink packet(s) transmission can be expected to be below 1s.

In the SA6 reply LS (S2-2310142/S6-232609)
SA6 would like to inform SA2 and RAN2 that there is no explicit requirement for the latency of first packet(s) transmission. However, SA6 would like to draw the attention of SA2 and RAN2 to mission critical service KPIs and requirements in 3GPP TS 22.179 clause 6.15, especially to the following (see excerpt below):

[R-6.15.3.2-012] For group calls where no acknowledgement is requested from affiliated MCPTT group members, the MCPTT Service shall provide an MCPTT Access time (KPI 1) less than 300 ms for 95% of all MCPTT Request. 

[R-6.15.3.2-013] For MCPTT Emergency Group Calls and Imminent Peril Calls the MCPTT Service shall provide an MCPTT Access time (KPI 1) less than 300 ms for 99% of all MCPTT Requests.

[R-6.15.3.2-015] The MCPTT Service shall provide a Mouth-to-ear latency (KPI 3) that is less than 300 ms for 95% of all voice bursts.

[R-6.15.3.2-016] There shall be no (0 ms) initial lost audio at receiving user.

Furthermore, regarding NOTE 8 in Table 5.7.4-1 of 3GPP TS 23.501. Please note that SA6 focuses on meeting the previously mentioned KPIs and requirements over any other considerations, e.g., battery saving techniques.

In the 22.179 clause 6.15.3 (MCPTT access time and mouth-to-ear latency), the MCPTT Access time (KPI 1) is defined as the time between when an MCPTT User request to speak (normally by pressing the MCPTT control on the MCPTT UE) and when this user gets a signal to start speaking. This time does not include confirmations from receiving users.

For the Mouth-to-ear latency (KPI 3), is the time between an utterance by the transmitting user, and the playback of the utterance at the receiving user's speaker. It is similar with the E2E packet delay (see Figure 6.15.3.1.1). This requirement is less than 300 ms
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Figure 6.15.3.1.1: Illustration of MCPTT access time and mouth-to-ear latency

From the above figure, it shall take less than 600ms from the speaker requesting to speak to the listener hearing the audio for 95% case. And there shall be (0 ms) initial lost audio, i.e. no packet loss.
However, according to the Observation 4, the delay only in the receiving UE side may be 1s (from paging RRC_INACTIVE UE to first downlink packet(s) transmission).

So for the mission critical service with stringent requirements, it does not recommend the UE can be moved into RRC INACTIVE state. And in the SA6 LS, it said,

Please note that SA6 focuses on meeting the previously mentioned KPIs and requirements over any other considerations, e.g., battery saving techniques.
Observation 5: If the UE is in the RRC INACTIVE state, the delay from the speaker requesting to speak to the listener hearing the audio will be larger than 1s.

Proposal 2: For the mission critical service with stringent requirements, it proposes the UE is not moved into RRC INACTIVE state, i.e. always in the RRC_CONNECTED.

In the previous meeting, there are 3 potential solutions.

Alt-1: Status exposure solution.

The 5GC exposes the multicast MBS session status to AF/AS, which enables the AS to activate the MBS session when it is in inactive status. AF/AS need to subscribe the multicast MBS session status and activate the inactive MBS session before sending DL data

Alt-2: always-active solution.

For the mission critical MBS service, the MB-SMF does not de-activate the MBS session. And the NG-RAN does not move the UE to RRC INACTIVE according to the Qos information.
There is no interface impact. The MB-SMF and NG-RAN need to be pre-configured accordingly.
Alt-3: existing UPF buffer solution.
For the mission critical MBS service, the MB-UPF is configured to buffer the DL packet for some time (local configured timer) when it receives N4mb Session Modification Request from MB-SMF. In the clause 7.2.5.2, there is a Note 6 for this purpose already.
NOTE 6:
Depending on implementation, step 15 can be executed after the first successful response in step 14 to shorten the activation time, or buffering at the MB-UPF can be applied sufficiently long for the majority of RAN nodes to activate the MBS session to reduce packet loss.

There is no standard impact. The MB-UPF need to be pre-configured accordingly.

All 3 solutions can resolve the DL packet loss issue for the inactive multicast MBS session which has been de-activated. And the Alt-1 has a more complex standard effect.
But there is other scenario for the packet loss. In the 38.300 clause 16.10.5.2 Configuration, it said:
When there is temporarily no data to be sent to the UEs for a multicast session that is active, the gNB may move the UE to RRC_INACTIVE state. When an MBS multicast session is deactivated, the gNB may move the UE to RRC_IDLE or RRC_INACTIVE state.
For the active MBS session, the UE may be in the RRC Inactive state. In this scenario, both MB-SMF, AF, MB-UPF are not aware of this. When the DL packet arrives the NG-RAN, the NG-RAN will perform the RAN paging to move the UE to RRC Connected state.

For the Alt-1, it cannot handle this scenario, because from AF/AS aspect the MBS session is activated. The AF/AS cannot perform the activation before sending the DL packet. The issue in the SA6 does still exist with Alt-1.

For the Alt-2 and Alt-3, although there is similar issue, it can be resolved by implementation enhancement, e.g. for the multicast MBS Qos flow which is used for mission critical service (identified by particular 5QI/QFI), the NG-RAN does not move the UE into RRC_INACTIVE for active MBS session.

For the normal MBS session, alt 3 can work.
For the mission critical service with stringent requirements, alt-2 can work.
So this paper propose to adopt alt-2 and alt-3. It depends on the operator deployment/policy, which one is used for the MBS session.
2. Proposal

The CR S2-2310595 and S2-2310596 reflect the alt-2 and alt-3.

�It shall be error.
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