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Abstract: Regarding the packet loss issue in SA2, two main candidates were on the table, and this document tries to analyse the two alternatives.
1. Introduction
In SA2 #156e meeting, liaison from SA6 asks the treatment in SA2 to deal with the potential packet loss issue during MBS session activation procedure. 
This document analyses the potential impacts on the system of the two alternatives, and propose to resolve this issue in SA2#159 meeting.
2. Discussion
Currently there are two alternatives on the table, namely 1) to let the MB-UPF buffer the DL MBS data for a certain period of time, and 2) based on 5QI or dedicated indication to not switch the MBS session into Inactive state. 
Because it was unknown by SA2 regarding the first packet latency, SA2 sent the LS to RAN2/SA6 and some other questions were also included mentioned in S2-2307982.
By the end of August 2023, the replies from RAN2 and SA6 were arrived to SA2. As per their response it seems that the following aspects are highlighted:
SA6 (S6-232609):
· Latency requirements are 300 ms for 95% of all voice bursts, 95% of all MCPTT Request (group calls where no acknowledgement is requested), and 99% of all MCPTT Requests (Emergency Group Calls and Imminent Peril Calls), and no (0 ms) initial lost audio at receiving user;
· KPIs and requirements over any other considerations, e.g., battery saving techniques.
RAN2 (R2-2309245): 
· RAN will not capture any other parameters and/or conditions for determining RRC_INACTIVE than ‘temporary no data’ for multicast and ‘Expected UE Behaviour’.
· Largest latency from paging could be under 1s. 
From paging perspective, both alternatives are similar (e.g. RAN paging vs. CN paging). Note that the requirements highlighted by SA6 are 95%/95%/99%, therefore it is not a big issue for the first packet(s) (not 100% percentage). It seems that both of the solutions could address the problem raised by SA6 to some extent. 
It is also beneficial to compare them from different perspectives, see the following table:
Table 2-1: Comparison of the two alternatives for addressing the packet loss.
	Aspect
	MB-UPF buffering DL MBS data 
(see S2-2305206)
	Not switching MBS session into deactivate state (always-active MBS session)
(see S2-2304136 and S2-2305271)

	DL MBS data transmission latency
	The largest value between the 1) pre-configured buffering time of the MB-UPF, and 2) the paging latency. 
	Mainly on the paging latency for the RRC_INACTIVE UE. Note that the buffering at NG-RAN node might be also needed.


	Allowed CM/RRC states of the UEs in the group
	· CM-CONNECTED; 
· CM-IDLE; 
· CM-CONNECTED with RRC_INACTIVE state.

UE can be switched to CM-IDLE mode or RRC_INACTIVE state.
	· CM-CONNECTED;
· CM-CONNECTED with RRC_INACTIVE state.

MBS session is always in Active state; therefore, UE cannot be switched to CM-IDLE state. However, the UE can be switched to RRC_INACTIVE state. 

	Packet loss possibility
	Depends on the buffering time. If the buffering time is large enough then the packet loss does not likely happen (NOTE 1). 
	Packet loss does not likely happen (NOTE 1).

	Impact to current system
	Could be no signalling impact if it is the MB-UPF that determine/execute the buffering. 
MB-UPF enhancement. 
	Could be no signalling impact if 5QI is used to determine to not deactivate the multicast MBS session.
MB-UPF enhancement.

	NOTE 1:	Packet loss may still happen when UE(s) is in RRC_INACTIVE state, see TS 23.501 clause 5.3.3.2.5, e.g., when UE is in RRC_INACTIVE and resumes its RRC connection in another NG-RAN node without MBS context. 



From the above-mentioned table 2-1, both options are with the pros/cons:
· MB-UPF buffering DL MBS data: There is no requirement on the CM/RRC states of the UE, and UE doesn’t need to be kept in CM-CONNECTED state. Note that the latency might be compromised if the pre-configured time is relatively large, and a proper configuration of the buffering time is needed.
· Always-active MBS session: DL MBS data latency is solely based on paging cycle for the UE in RRC_INACTIVE state. RAN node also needs to consider the buffering issue at RAN side for UEs in RRC_INACTIVE state. There might be a trade-off between paging latency and UE energy consumption, and due to SA6 LS reply, the requirement on latency/lossless is over energy consumption.
Both of them need to deal with the buffering issue, and as per RAN’s feedback, RAN will not capture any additional parameters for RRC_INACTIVE input. Therefore, the two solutions are facing the similar issue with a minor different implementation direction. This issue has been widely discussion within SA2, and it seems that there is no more additional argument to be considered, therefore it is proposed to resolve this issue in SA2#159 meeting. 
Proposal: It is proposed to further discuss both options in SA2#159 meeting and make decision on how to move forward.
3. Conclusion and proposal(s)
It is proposed to further discuss both options in SA2#159 meeting and make decision on how to move forward.
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