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1. Introduction
The input related to the moderator discussion contained the following tentative objective:
WT5.5: Analytics and models trustworthiness, including input and output 
This objective was motivated by requirements from EU regulations related to “trustworthy AI”.
A number of concerns were raised that the formulation is too unspecific and that related work would be in scope of other groups (SA1, SA3, or SA5).
This discussion paper aims to clarify the requirements and suggest an improved formulation.
2. Discussion
The European Commission has proposed a legal framework on AI/ML (see https://eur-lex.europa.eu/legal-content/EN/TXT/?uri=CELEX:52021PC0206), which addresses the risks of AI/ML and aims to provide AI/ML developers, deployers and users with clear requirements and obligations regarding the usage of AI/ML. The regulation defines risk levels: Telecommunications equipment will likely fall under the following category: 
•	High risk: “Management and operation of critical infrastructure“ is identified to be of high-risk in nature and will be subjected to strict obligations before they can be put on the market.
The related requirements are summarized under the term “trustworthy AI/ML”
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Many of those requirements appear to be requirements for implementation rather than 3GPP standards.
However, the following topics relate to the lifecycle management of models and input data where the standardized ADRF in TS 23.247 seems impacted:
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3. Proposal

Add an objective that reads as follows:
Study possible improvements related to lifecycle management of models and input data related to traceability, reproducibility, and a fallback plan (Which are part of proposed EU regulatory requirements for trustworthy AI)
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[10] Traceability The maintenance of complete account of data, processes and artifacts invoived throughout the entire lifecycle of
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[4] Fallback plan An alterative se of actions and tasks available i th.sY&nk tha the primary plan needs to be abandoned because ofrisks,
ssues, or other causes in Al systems.
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[6] Reproducility/Repeatability  The extent to which an Al system can produce the same result when used repeatedly under same circumstances.




