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1. Overall Description:
SA2 thanks SA6 for the LS on addressing packet loss during multicast MBS delivery (see excerpt below):
In SA6 there were concerns that packet loss could happen in multicast MBS delivery due to AF being not aware of the multicast MBS session state in some cases, e.g.:
- A talker starts to speak to the group after a silent period with no DL media. The media packet from the talker needs to be delivered via the multicast MBS session.
- The multicast MBS session is configured and the group members have joined in advance. After a while, the application layer signalling, e.g., group call request, MapGroupToSessionStream, floor taken needs to be delivered via the multicast MBS session.
During the silent period without DL media, the multicast MBS session used for this group communication might become inactive and the joined UEs become IDLE. The new DL packets trigger the multicast MBS session being activated and the IDLE UEs being paged. However, not all the UEs become CONNECTED at the same time. The late CONNECTED UEs will lose the packet as the NG-RAN will start to transmit the packet when the first UE becomes CONNECTED which triggers the shared delivery restoring again.
To address SA6’s concern of potential packet loss, SA2 discussed different options to avoid packet loss for multicast MBS session used for mission critical service. Among the options, the option of MB-UPF buffering DL MBS data may have implication on latency of first packet(s) transmission, with further clarification as described in NOTE 8 in Table 5.7.4-1 of TS 23.501, therefore SA2 would like to check with SA6 whether there is concern on the latency of first packet(s) transmission resulted by the MB-UPF buffering and what the latency requirement of first packet(s) transmission for mission critical service is.
SA2 also notices that TS 38.300 allows the gNB to move the UE to RRC_INACTIVE for an active multicast session (see excerpt below).
[bookmark: _Toc124536291]16.10.5.2	Configuration
A UE can receive data of MBS multicast session only in RRC_CONNECTED state. If the UE which joined a multicast session is in RRC_CONNECTED state and when the multicast session is activated, the gNB may send RRCReconfiguration message with relevant MBS configuration for the multicast session to the UE.
[bookmark: _Hlk112859072]When there is temporarily no data to be sent to the UEs for a multicast session that is active, the gNB may move the UE to RRC_INACTIVE state. When an MBS multicast session is deactivated, the gNB may move the UE to RRC_IDLE or RRC_INACTIVE state. gNBs supporting MBS use a group notification mechanism to notify the UEs in RRC_IDLE or RRC_INACTIVE state when a multicast session has been activated by the CN. gNBs supporting MBS use a group notification mechanism to notify the UEs in RRC_INACTIVE state when the session is already activated and the gNB has multicast session data to deliver. Upon reception of the group notification, the UEs reconnect to the network or resume the connection and transition to RRC_CONNECTED state. The group notification is addressed with P-RNTI on PDCCH, and the paging channels are monitored by the UE as described in clause 9.2.5. 
SA2 would like to understand the conditions upon which gNB may move the UE involved in an active MBS Session to RRC_INACTIVE and whether the QoS information e.g. 5QI, ARP of the multicast session is taken into account when deciding whether to move the UE to RRC_INACTIVE state or not. Also, what is the typical latency it could be for bring UE back to RRC_CONNECTED state from RRC_INACTIVE state. 
SA2 would also like to emphasize that the existing procedures in TS 23.247 assume that the UEs involved in an active MBS Session are not moved to RRC_IDLE state unless failure happens, and there is no CN procedures to trigger a paging of IDLE UEs for an active MBS session. The activation procedure has the main purpose of triggering such a paging, but it only applies for a deactivated MBS session.     

2. Actions:
To SA6:
ACTION: 	SA2 kindly asks SA6 to provide feedback on the latency aspect for the transmission of the first downlink packet(s).

To RAN2:
ACTION: 	SA2 kindly asks RAN2
1. 	what are the conditions upon which gNB may move the UE involved in an active MBS Session to RRC_INACTIVE (as quoted in clause 16.10.5.2 of TS 38.300) and whether the QoS information (e.g. 5QI, ARP) of the multicast session is taken into account when deciding whether to move the UE to RRC_INACTIVE state or not.  
2. 	what is the typical latency of first downlink packet(s) transmission if the UE is in RRC_INACTIVE state?


3. Date of Next TSG SA WG2 Meetings:
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