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Abstract: This paper gives five aspects on the potential enhancement of new study for EC. 
1. Introduction
5GS has supported edge computing since Rel-15. Several capabilities, e.g. insertion of UL-CL, EAS discovery and dynamic ULCL insertion, have been introduced. All of these greatly facilitate the usage of the AS located the edge network.
However, there are still some challenges that need to be considered, e.g. how to avoid the impact on the central NF due to the widely deployed edge network. In this paper five issues are suggested to be considered for further enhancements in Rel-19 EC study.
2. Discussion
2.1 Alleviation the impacts of edge network deployment
For this issue we suggest to reduce impact on SMFs that not all edge network related information, e.g. mapping information between DNAI and IP address(es), need be exposed/configured at SMF and the UPF can be discovered/selected accordingly.
[bookmark: _GoBack]The trend of mobile network deployment is that the control plane NF (e.g. AMF, SMF, etc.) can be centralized in some big DC for easy NF maintenance and management, while the UP NFs, i.e. UPFs, are deployed at the edge of network to meet the requirements of low-latency and high-bandwidth applications, such as cloud XR, and also to reduce the backbone bandwidth overhead.
This give some challenge to the SMF on how to discover and select the suitable UPF for dedicated user traffic as one SMF may need interact with a large number of UPF. If the UPF to be selected is only for data connectivity, the UPF can be discovered/selected per the UPF’s service area. However to leverage the usage of edge network, the UPF(ULCL/L-PSA) to be discovered/selected need consider the related EAS deployment information. The existing EAS discovery and ULCL insertion are designed based on the precondition that the SMF is aware the deployment information of edge network and topology of edge network, e.g. the mapping between the IP address and DNAI, relation between DNAI and geographical information. Consequently, the centralized control plane NFs (e.g. SMF) need be always kept updated when the deployments of edge network and application change (e.g., a new deployed Edge network, or an EAS instance is removed due to power-saving consideration). With the wide deployments of EC network, such changes may happen very frequently. This imposes huge requirements and burdens to the centralized control plane NF (e.g. SMF).
For example, if a UPF and an application are instantized at an edge network, the operator may need to associated with a DNAI identifier for the UPF and the application, which increase the management costs. And the SMF should be able to configure the related ECS option and EAS IP address(es) as DNS handling rule at the EASDF. Hence it can be seen huge number of Edge network related information need be configured at the SMF when EC applications are widely deployed.
[bookmark: _Hlk134178397]To leverage the usage of huge number of edge network, it will be beneficial to study how to manage the edge network information, e.g. some edge network information can be kept within the edge network and not required to be exposed to SMF and discover/select UPF more efficiently. 
Proposal 1: Support to manage the edge network information locally and discover/select UPF more efficiently. This is to reduce the impacts on central control network NFs.
2.2 Enhancements of local traffic routing for non-roaming scenario
For this issue we suggest in non-roaming case to enhance the traffic routing that only edge related network traffic is travelling and offloaded at the edge network including user access multi edge networks within one PDU session.
To offload traffic to edge network the existing mechanism is always inserting an I-SMF/L-PSA pair between NG-RAN node and SMF/PSA pair. Hence all traffic need travel the edge network. However there are some new issue to be considered: 
· Non-edge network related traffic is required to bypass the edge network. In current specification, ULCL/BP for traffic offloading is controlled by the I-SMF, which also controls L-PSA. Hence the ULCL is also part of the edge network. It is possible that the enterprise may not willing to afford non-edge network related traffic to always go through the edge network, since this will bring additional performance requirements to local UPF(ULCL). Figure 1 shows the non-EC related traffic go via the EC network according to current specification.
[image: ]
[bookmark: _Hlk134349614]Figure 1: Non-EC related traffic go via the EC network
· Visiting multi edge network in one PDU session. Due to the limitation of URSP support now, it is possible to access multiple EC services within one PDU session. Similar as above it is required that only edge related network traffic is travelling and offloaded at the edge network. Figure 2 shows multi EC accesses via one PDU Session.
[image: ]
Figure 2: Multi EC accesses within one PDU Session 
Proposal 2:  Support in non-roaming case only edge network related traffic is travelling and offloaded at the related edge network including user access multi edge network within one PDU session.
2.3 Enhancements of local traffic routing for roaming scenarios
[bookmark: _Hlk134698608]For this issue we suggest in roaming case including HR roaming and LBO roaming scenario to offload edge related traffic to one dedicated edge network located at the HPLMN.
In Rel-18, local traffic routing in VPLMN for HR roaming scenarios is introduced, i.e. HR-SBO. While some traffic needs to be distributed to a specific EC platform (e.g. campus data center) in HPLMN via a HR or LBO roaming PDU Session as described below.
· Traffic routing in HPLMN for HR roaming scenario.
[image: ]
Figure 3: Traffic routing in HPLMN for HR roaming scenario
· Traffic routing to HPLMN for LBO roaming scenario. 
[image: ]
Figure 4: Traffic routing to HPLMN for LBO roaming scenario
Proposal 3: Support in roaming case including HR roaming or LBO roaming scenario to always offload edge related traffic to one dedicated edge network located at the HPLMN.
2.4 Consecutive traffic steering
For this issue we suggest to support the consecutive traffic steering as described in TR23.748 before.
Consecutive traffic steering has already been defined as KI#4 in TR23.748. Later it is deprioritized comparing to other EC related work. We see now it is suitable time to consider this KI again. 
· video analytics service from traffic monitoring. Local Application Servers deployed in the local Data network is responsible for local video raw data pre-possessing, and central Application Servers deployed in the central Data network is responsible for data analysis and database searches. In this case, the capability and resource consumption of the location application and central application are totally different. The local application stores the captured video streams from cameras over 5G NR and performs the video abstraction and compression which will save the resource of backhaul, and then send the metadata to the central application via operator network for data analysis.
[image: ]
Figure 5: Consecutive traffic steering
In such scenarios:
-	UL traffic related to an application first steered over EC to Application Server(s) for local-processing, and then further steered to a remote Application Server(s) in another EC or central DN.
-	DL traffic related to an application first routed via another EC or central DN, then steered to Application Server(s) in local EC for local-processing, and finally provided to the UE.
One reason not pursue this KI work is that the traffic after the processing at the edge network can directly go to the central server via the IP network. However, we see some reasons to pursue this work now: 
· As this traffic go via the public IP network, the operator cannot ensure the user’s requirement is satisfied, e.g. the QoS requirement of transmission of the IP packet at the IP network is not guaranteed. However, if the user’s traffic after the local processing still go via the 5GC network, it is possible to ensure the proper enforcement of policy rules, QoS handling. Also if there are problems on the transmission, it is easy for operator to detect as all the user plane path are under the operator’s control. 
· When the UE moves, if the IP traffic always go via the PSA, the IP address presented to the APP2 does not change. This can simplify the APP2 design. 
Propose 4：Take the Consecutive traffic steering KI back as one issue to be studied;
2.5 Enhancement of EAS discovery
For this issue we suggest to enhance the EAS discovery mechanism to support more information can be considered for EAS discovery.
[bookmark: _Hlk134177810][bookmark: _Hlk134178208]EAS discovery is an important feature for EC work. Current EAS discovery mechanism controlled by SMF/EASDF has already considered UE location, and EAS deployment information. It seems SMF/EASDF has enough information for EAS discovery. However, SMF/EASDF still lack of some information for optimized EAS discovery: 
· EAS load: the selected EAS should avoid to be the EAS which is congested.
· Affinity between different EASs: if the UE has selected one EAS located in one edge network, it is preferred to selected following EAS located at the same edge network. For example, if user triggers an application to select a nearby restaurant, then it is preferred to select EAS (LCS service) also located at the same edge network. 
· Delay between the UPF and DNAI: For one DNAI it is possible more than one UPF can access the same DNAI. Hence from low latency view, it also need take the delay between the UPF and DNAI into account. 
As explained above on the usage of above information, it can be seen that lack of such knowledge may cause an unoptimized EAS be selected.
[bookmark: _Hlk134178217]Propose 5：Support to enhance EAS discovery considering at least the following information, EAS load, Affinity between different EASs, Delay between the UPF and DNAI. 
3. Conclusion and proposal(s)
One SID proposed aligned with above proposal are also proposed. It is proposed to discuss above all issues and add related objectives as objective of Rel-19 EC work.
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