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	Affects:
	UICC apps
	ME
	AN
	CN
	Others (specify)
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2	Classification of the Work Item and linked work items
2.1	Primary classification
 
	x
	Study 

	
	Normative – Stage 1

	
	Normative – Stage 2

	
	Normative – Stage 3

	
	Normative – Other*



2.2	Parent Work Item
For a brand-new topic, use “N/A” in the table below. Otherwise indicate the parent Work Item.
	Parent Work / Study Items 

	Acronym
	Working Group
	Unique ID
	Title (as in 3GPP Work Plan)

	
	
	
	N/A



2.3	Other related Work Items and dependencies
	Other related Work /Study Items (if any)

	Unique ID
	Title
	Nature of relationship

	840022
	Study on Enablers for Network Automation for 5G - phase 2
	Related SI on UE data collection (TR 23.700-91)

	900010
	Enablers for Network Automation for 5G
	Related WI on UE data collection (TS 23.288)

	940084
	Study on Artificial Intelligence (AI)/Machine Learning (ML) for NR Air Interface
	Related SI from RAN (TR 38.843)



3	Justification
RAN currently studies the 3GPP framework for AI/ML for air-interface corresponding to targeted use cases of CSI feedback enhancement, Beam management and Positioning accuracy enhancements for different scenarios. It is expected that the AI/ML approaches for the selected sub use cases to be diverse enough to support various requirements on the gNB-UE collaboration levels. Part of the study characterizes lifecycle management of AI/ML model on model training, model deployment, model inference, model monitoring and model updating.
It is known that model training requires big data set of high quality to guarantee the performance of the AI/ML model. The data collection function may broadly collect data from a large number of UEs over a relatively long period of time. The data can be logged for a certain period and then collected all at once. The size of the data would be large. As a result, data collection for offline training is characterized by less stringent latency requirements, large data sizes, and longer validity time. 
For UE-sided model, there are generally two ways mentioned for model training, i.e., the AI/ML model is trained at the network side and transferred to the UE, or the AI/ML model is trained at the UE side. If the UE-sided model is trained at the UE, it is not always practical to collect data and train model purely on UE devices. Instead, the data can be collected by UEs and then transferred to an OTT server, where big data set is built, and similarly the AI/ML model is trained and developed there, just as illustrated in Figure 1. 
As part of model training, how to collect the data to the OTT server needs to be considered. 
· Option 1: Data transfer from UEs to OTT server with RAN awareness
· Option 2: Data transfer from UEs to OTT server without RAN awareness 


Figure 1 Data transfer from UEs to an OTT server
In option 1, RAN node is aware of UE data transfer. When UE data arrives at RAN node, RAN node processes those data, add RAN related information and transfer the UE data to the OTT server through 5GS. Based on current system architecture, UE data is transferred through CP/UP. Current data collection methods including immediate/log MDT, L1 measurement, L3 measurement, early measurement and UAI can also be leveraged as part of this option. If those methods are used to collect UE data, RAN node knows what information is delivered as UE data. 
In option 2, RAN node is not aware of UE data transfer, which is delivered through UP. Although such data transfer through UP channel is transparent to air interface, it may not be out of 3GPP scope and requires SA involvement, especially SA2. In recent RAN2 discussions, existing EVEX framework (see TS 23.288) was proposed to be studied as one such UP option for UE data collection. 





In case of model transfer/delivery, during recent RAN1 discussions, companies started feasibility analysis for each model transfer/delivery options and several aspects were discussed, e.g., model size, model transfer/delivery latency, signalling overhead, reliability, capable of supporting model transfer/delivery during UE mobility or inter-operability.

RAN currently discusses multiple model transfer/delivery options in both CP and UP with variety of terminating points (e.g. gNB, CN, LMF for positioning or an OTT server). Part of these options may have direct CN impact that are in remit of SA2 for further feasibility analysis.
	
For either data collection or model transfer/delivery involving CN-level procedures (in either CP or UP), security and privacy aspects should be thoroughly investigated, in particular when involving personal identifiable information that can be used to clearly identify an individual.

All the above provide clear set of motivations to initiate a study on System Architecture enablers for AI/ML Radio at SA2 level in Rel-19.    
4	Objective
The objectives of this SA2 study are to study how the 5G System can be enhanced to enable AI/ML Radio. The following aspects will be studied:

· WT1: Whether (and how) to support a common 5GS AI/ML framework to enable AI/ML Radio
· WT2: Whether (and how) to enhance existing UE data collection framework to meet requirements for AI/ML model training (for RAN)
· WT3: Whether (and how) to support model transfer/delivery to the UE 
· From CN (enabling AI/ML CSI feedback enhancement, Beam management) 
· From LMF (enabling AI/ML Positioning)
· From an OTT Server (enabling AI/ML CSI feedback enhancement, Beam management) 
· WT4: Support for security and privacy aspects on data collection and model transfer/delivery to UE 
·  Authentication,
·  Authorization,
· Subscription management. 
NOTE 1: WT1, WT2, WT3 require coordination with RAN WGs.
NOTE 2: WT4 requires coordination with SA3.
NOTE 3: WT2 requires coordination with SA4.
5	Expected Output and Time scale

	Type 
	TS/TR number
	Title
	For info 
at TSG# 
	For approval at TSG#
	Rapporteur

	Internal TR
	23.7xy
	Study on System Architecture enablers for AI/ML Radio	
	TSG#TBD
	TSG#TBD
	TBD





6	Work item Rapporteur(s)
TBD

7	Work item leadership
SA2
8	Aspects that involve other WGs
Data collection and model transfer/delivery aspects require coordination with RAN WGs.

Security aspects require coordination with SA3.

Data collection aspects require coordination with SA4.

9	Supporting Individual Members

	Supporting IM name

	MediaTek Inc.
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