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	Reason for change:
	The current procedure for FL among multiple NWDAFs has the following shortcoming:

i) The Server NWDAF periodically reports to the conusmer (AnLF) (step 5a) the updated trainign status. This is an unnecessary step. Instead, the consumer (AnLF) in step 0 provides to the Server NWDAF the desired status in terms of the accuracy level and the total training time. The Server NWDAF can use this information in step 4 after aggregating the ML model to check if the desired accuracy level and the total training time are fulfilled and stop the process if that is the case. The consumer (AnLF) has not reason to repeatetly update this subscription at that point. 


ii) Step 2 shall be optional since steps 7-9 in 6.2.C.2.1 may also check the data availability related to the selection of Client NWDAFs.

iii) The Client NWDAF (in step 3) computes the local model metric and provides the local training status to the Server NWDAF. The Server NWDAF needs to perform this process for the global model metric without being clear how to use the local model metric. That makes the use of the local model metric questionable.    

iv) The Client NWDAF (in step 3) provides information regarding the characteristics of the local training data without explaining how this information can be useful to the Server NWDAF.

v) The Server NWDAF preforms the model aggregation at the end of each repeated interation. This process can also be performed immediately every time a Client NWDAF provides model information to the Server NWDAF.   

	
	

	Summary of change:
	This contribution introduces the following changes:

i) The periodic report produced from Server NWDAF towards the conusmer (AnLF) (step 5a) is removed. Instead, this contribution proposes to use the consumer (AnLF) input at step 0 related to the accuracy level and the total training time to enable the Server NWDAF to check in step 4 if the desired accuracy level and the total training time are fulfilled and stop the process if that is the case. If the process is stopped, in step 5 the Server NWDAF can then provide the updated aggregate ML model to the consumer, otherwise step 5 is skiped and a new iteration is started from step 6.   

ii) Mark step 2 as optional and elaborate when it is needed.

iii) Remove in step 3 the text related to the Client NWDAF computed local model metric and provision of the local training status to the Server NWDAF. 

iv) Remove in step 3 the text related to the Client NWDAF provision of  information regarding the characteristics of the local training data to the Server NWDAF.

v) Adding a complemetary way for updating the global ML model in were the Server NWDAF updates the global ML model immediately every time a Client NWDAF provides model information instead of waiting to aggregate the Client NWDAF updates at each repeated interation.  
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6.2C.2.2	General procedure for Federated Learning among Multiple NWDAF Instances



[image: ]Figure 6.2C.2.2-1: General procedure for Federated Learning among Multiple NWDAF
0.	The consumer (NWDAF containing AnLF) sends a subscription request to NWDAF containing MTLF to retrieve a ML model, using Nnwdaf_MLModelProvision service as defined in TS 23.288 [5], including Analytics ID, model metric (e.g., accuracy, precision, recall, etc.), and pre-determined status (e.g. requested accuracy level and/or total training time) and/or periodically reporting condition (e.g. training round/time).
NOTE 1:	The requested accuracy level can be used to indicate the target accuracy level of the training process, and the FL server NWDAF may stop the training process when the requested accuracy level is achieved during the training process.
	If the consumer (i.e. the NWDAF containing AnLF or the consumer of the NWDAF containing AnLF) provides the time when the analytics information is needed, the Server NWDAF can take this information into account to decide the maximum response time for its Client NWDAFs.
1.	Server NWDAF sends a request to the selected NWDAF containing MTLF(Client NWDAF) that participates in the Federated learning to perform the local model training for Federated Learning, including model metric. The request also includes the maximum response time before which the Client NWDAF has to report the interim local ML model information to the Server NWDAF.
2.	[Optional] EachA Client NWDAF collects its local data by using the current mechanism in clause 6.2 of TS 23.288 [5] if the Client NWDAF has not local data available already.
3.	During Federated Learning training procedure, each Client NWDAF further trains the retrieved ML model from the Server NWDAF based on its own data, and reports interim local ML model information to the Server NWDAF. Each Client NWDAF also computes local model metric and includes it in the local training status report sent to the Server NWDAF, which optionally also contains other information about local training in the Client NWDAF, e.g. characteristics of local training dataset (e.g., area, sampling ratio, max/min of value of each dimension of data), etc.
NOTE 2:	The parameters in characteristics of local training dataset are up to the implementation.
	The ML model, which is sent from the Client NWDAF(s) to the Server NWDAF during the FL training process, is the information needed by the Server NWDAF to build the aggregated model based on the locally trained models.
Editor's note:	The services (i.e. Nnwdaf_MLModelTraining, Nnwdaf_MLModelTrainingInfo) in steps 1, 3, 5a and 6 will be updated in the Figure 6.2C.2.1-1.
	If the Client NWDAF is not able to complete the training of the interim local ML model within the maximum response time provided by the Server NWDAF, the Client NWDAF notifies the Server NWDAF on the delay event with proper cause information (e.g. local ML model training failure, more time necessary for local ML model training) before the maximum response time elapses.
Editor's note:	Further information on how the server NWDAF behaves based on the maximum response time from client NWDAF is FFS.
4.	The Server NWDAF aggregates all the local ML model information retrieved at step 3, to update the global ML model. The Server NWDAF may also compute the global model metric, e.g. based on the local model metric(s) or by applying the global model on the validation dataset (if available). The server NWDAF may update the global ML model each time a client NWDAF provides updated local ML model information as part of FL or the Server NWDAF may decide to wait for local ML model information from all client NWDAF before updating the global ML model.
	The Server NWDAF may update the global ML model immediately every time a Client NWDAF provides ML model information without waiting for other Client NWDAF to provide information within the maximum response time. Alternatively, Ifif the Server NWDAF provides the maximum response time for the Client NWDAFs to provide the interim local ML model information in step 1, the Server NWDAF decides either to wait for the Client NWDAFs which have not yet provided their interim local ML model within the maximum response time or aggregates only the retrieved local ML model information instances to update global ML model. The Server NWDAF makes this decision, considering the notification from the Client NWDAF or, if the notification is not received, based on local configuration.
The Server NWDAF check if the requirements from the consumer (NWDAF containing AnLF) regarding the pre-determined status (e.g., requested accuracy level and/or total training time) are fulfilled or not. If the requested accuracy level and/or total training time are fulfilled, then the process is completed, and step 5 follows to update the consumer (NWDAF containing AnLF). Otherwise, a new iteration is needed, step 5 is it skepped, i.e., not performed on this round, and the process continuous with a new iteration starting in step 6.  
Editor's note:	It is FFS whether Server NWDAF solicits a response from an FL clients which has not reported the FL status within the maximum response time.
5a.	[Optional] Based on the consumer request, the Server NWDAF updates the training status (e.g. global model metric) to the consumer periodically (e.g. a certain number of training rounds or every 10 min) or dynamically when some pre-determined status is achieved (e.g. the requested accuracy level is achieved or training time expires) and provides the global ML model if the global ML model meets the requested accuracy level or the training time expires.
5b.	[Optional] Consumer decides whether the current model can fulfil the requirement, e.g. global model metric is satisfactory for the consumer. The consumer modifies subscription (stops or continues the training process) according to the consumer decision.
5c.	[Optional] According to the request from the consumer, Server NWDAF updates or terminates the current FL training process.
6.	If the FL procedure continues, Server NWDAF sends the aggregated ML model information to each Client NWDAF for next round model training.
7.	Each Client NWDAF updates its own ML model based on the aggregated ML model information distributed by the Server NWDAF at step 6.
NOTE 3:	The steps 2-7 should be repeated until the training termination condition (e.g. maximum number of iterations, or the result of loss function is lower than a threshold) is reached.
After the training procedure is complete, the Server NWDAF may send the globally optimal ML model information to the consumer.
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