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Abstract of the contribution: it is proposed to expose mobility event to the AF.
1. Discussion
1.1 Scenario
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Figure-1
· A traffic analysis using the log with the live broadcast feed from Tiktok shows the following outcomes (this outcome is typical):
1. Between T1 and T2, when HO/redirection occurs, some packets are lost (taking packet 11 as example). During this period, the DL data from server is buffered at the network (for video, the buffered data amount is relatively big).
2. After HO/redirection, the “big” buffered data are forwarded to the UE, so a high data rate in DL appears between T2 and T21. In UL, the UE replies ACK in UL with“packet 11 is expected” and the server resends packet 11, but since RAN delivers DL data in order, unless all the buffered data is transmitted, the resent packet 11 will not be transmitted to the UE.  Hence, upon reception the packets between T2 and T21, the TCP client keeps on reporting to server “packet 11 is expected” via TCP ACK. Remember, the buffered data between T1 and T2 is great so the corresponding ACK also al lot between T2 and T21.
3. So in the view of server, after the packet 11 resent in DL, the server still receives lots of duplicated ACK with “packet 11 is expected” in UL.  The server activates the congestion response for it and decrease the data rate greatly between T21 and T3. 
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Figure2
4. Later, the throughput starts to recover from T3 slowly. 
· At the UE side, due to starving of DL data throughput during HO, UE will normally extend its display buffer size to buffer more DL data in order to minimize display stutter. This means the video display is stalled until the [extended] buffer is full. At this time, the DL throughput from server is reduced due to “HO induced” congestion control. The wait time to fill the buffer could be several seconds while the HO procedure is only in the tens to hundred milliseconds. 
This type of scenario can also be applied to any applications using RTP/RTCP as well. RTCP feedback for congestion control may use “Packet Arrival Time” to trigger congestion control at the sender side as cited by RFC 8888:

· Packet Arrival Time: The receiver of an RTP flow needs to feed the arrival time of each RTP packet back to the sender. Packet delay and/or delay variation (jitter) is used as a congestion signal by some congestion control algorithms.

In other words, the delay induced by T1-T2 can trigger “false” congestion control at the sender side and it will take longer than necessary to recover. Allowing the AF/AS to know that an “mobility event” has occurred, AF/AS (based on implementation), can reduce this type of false congestion control.

Observation1: handover/redirection may cause false congestion control at server side. 
1.2 Existing mechanism: HO event exposure 

In existing mechanism, the AMF support to expose the X2/NG based HO event to the NF within 5GS. It is a Core Network Internal Event Exposure and the AMF doesn’t support to expose HO event to AF. Besides, the AMF doesn’t support to detect intra RAN handover.
Observation2: The existing mechanism support to expose the X2/NG based HO event to the NF within 5GS, but doesn’t support to expose HO event to AF. 
Observation3: AMF doesn’t support to detect intra RAN handover. 
	4.15.4
Core Network Internal Event Exposure
4.15.4.2        Exposure of Mobility Events from AMF

Table 4.15.4.2-1: UE access behaviour trends exposed by AMF
Information

Description

UE Identity

SUPI

List of state transitions

> State transition type

State transition identifier:

-       "Access Type change to 3GPP access",

-       "Access Type change to non-3GPP access",

-       "RM state change to RM-DEREGISTERED",

-       "RM state change to RM-REGISTERED ",

-       "CM state change to CM-IDLE",

-       "CM state change to CM-CONNECTED",

-       "Handover", or

-       "Mobility Registration Update".

> Spacing

Average and variance of the time interval separating two consecutive occurrences of the state transition.

> Duration

Average and variance of duration in the resulting state.




1.3 Existing mechanism: Notification Control 

	5.7.2.4
Notification control

5.7.2.4.1
General

The QoS Parameter Notification control indicates whether notifications are requested from the NG-RAN when the "GFBR can no longer (or can again) be guaranteed" for a QoS Flow during the lifetime of the QoS Flow. Notification control may be used for a GBR QoS Flow if the application traffic is able to adapt to the change in the QoS (e.g. if the AF is capable to trigger rate adaptation).

The SMF shall only enable Notification control when the QoS Notification Control parameter is set in the PCC rule (received from the PCF) that is bound to the QoS Flow. The Notification control parameter is signalled to the NG-RAN as part of the QoS profile.
5.7.2.4.1a
Notification Control without Alternative QoS Profiles

During a handover, the Source NG-RAN does not inform the Target NG-RAN about whether the Source NG-RAN has sent a notification for a QoS Flow that the "GFBR can no longer be guaranteed". The Target NG-RAN performs admission control rejecting any QoS Flows for which resources cannot be permanently allocated. The accepted QoS Flows are included in the N2 Path Switch Request or N2 Handover Request Acknowledge message from the NG-RAN to the AMF. The SMF shall interpret the fact that a QoS Flow is listed as transferred QoS Flow in the Nsmf_PDUSession_UpdateSMContext Request received from the AMF as a notification that "GFBR can be guaranteed again" for this QoS Flow unless the SMF is also receiving a reference to an Alternative QoS Profile for this QoS Flow (which is described in clause 5.7.2.4.2). After the handover is successfully completed, the Target NG-RAN shall send a subsequent notification that the "GFBR can no longer be guaranteed" for such a QoS Flow whenever necessary. If the SMF has previously notified the PCF that the "GFBR can no longer be guaranteed" and the SMF does not receive an explicit notification that the "GFBR can no longer be guaranteed" for that QoS Flow from the Target NG-RAN within a configured time, the SMF shall notify the PCF that the "GFBR can be guaranteed again".

5.7.2.4.2
Usage of Notification control with Alternative QoS Profiles at handover

During handover, the prioritized list of Alternative QoS Profile(s) (if available) is provided to the Target NG-RAN per QoS Flow in addition to the QoS profile. If the Target NG-RAN is not able to guarantee the GFBR, the PDB and the PER included in the QoS profile and if Alternative QoS Profiles are provided to the Target NG-RAN and the Target NG-RAN supports Alternative QoS Profiles, the Target NG-RAN checks whether the GFBR, the PDB and the PER values that it can fulfil match any of the Alternative QoS Profile(s) taking the priority order into account. If there is a match between one of the Alternative QoS Profiles and the GFBR, the PDB and the PER values that Target NG-RAN can fulfil, the Target NG-RAN shall accept the QoS Flow and indicate the reference to that Alternative QoS Profile to the Source NG-RAN.


In the existing mechanism. usage of notification control at handover is about whether the source NG RAN notify target RAN about whether the Source NG-RAN has sent a notification for a QoS Flow that the "GFBR can no longer be guaranteed" and the prioritized list of Alternative QoS Profile(s), which is the UE context transfer between NG RANs in handover request message. It is not about whether the NG RAN guarantee the QoS during handover or not. In the scenario in section1.1, the target RAN guarantee the data rate well, but the server make false congestion control and self-decreases the throughput due to the repeated UL ACK with “packet 11 is expected”.
Observation4: QoS notification is not related to the scenario in section1.1.
Proposal: it is proposed to expose the mobility event to the server to avoid false congestion control and throughput decreased.
2. Summary

Observation1: handover/redirection may cause false congestion control at server side. 
Observation2: The existing mechanism support to expose the X2/NG based HO event to the NF within 5GSbut doesn’t support to expose HO event to AF. 

Observation3: AMF doesn’t support to detect intra RAN handover. 
Observation4: QoS notification is not related to the scenario in section1.1.
Proposal: it is proposed to expose the mobility event to the server to avoid false congestion control and throughput decreased.
3. Proposal

This paper proposes the following conclusion for KI#3 to TR 23.700-60.

* Start of change * 

8.3
Conclusions for Key Issue#3: 5GS information exposure for XR/media Enhancements

The following bullet points summarize the principles for the way forward to support current congestion level information exposure:

-
5G System may use ECN marking for the purpose of Low Latency, Low Loss and Scalable Throughput services L4S according to [37] and [62] for uplink and/or downlink QoS Flows via one of the following two methods. A QoS Flow level explicit indication may be provided to PSA UPF to enable the ECN marking for the purpose of L4S.
-
Method1: To support L4S, NG-RAN performs ECN marking according to [37] and [62] for uplink and downlink in IP layer of the received packets. 

NOTE 1:
The criteria for RAN to determine (e.g. its congestion level) when to perform the marking is up to RAN implementation.

-
Method2: PSA UPF performs ECN marking according to [37] and [62] for uplink and downlink IP layer of the received packets based on latest reported congestion information from NG-RAN via GTP-U header. When no congestion/congestion ends, the PSA UPF stops ECN marking.

In Method2, if there is no UL packet when report is needed (e.g. for DL congestion), NG-RAN may generate an UL Dummy GTP-U Packet for such a reporting.
NOTE 2: the specification of the mobility scenario for both methods is left to normative phase.

-  For both methods, ECN marking for L4S is per QoS flow., In order to map a packet flow that can be subject to ECN marking for L4S to a QoS flow with ECN marking for L4S support, the traffic detection is used at the UPF. For traffic detection, the packet filters can either reuse existing IP-5 tuples, or ECT(1).

NOTE 3:
If the network operator want to apply the ECN marking for L4S, it shall guarantee that any sender (UE or Server) requesting classic ECN congestion control will not tag its packets with the ECT(1) in order to avoid conflicted usage of ECT(1) in L4S. Otherwise, L4S is not supported in network.

NOTE 4: Supports for L4S and for exposure of congestion information is pending RAN WG's feedback on the feasibility of RAN judgment and/or exposure of the corresponding info (e.g. per QoS flow congestion information).
-
5G System also may support API based exposure of congestion level information towards AF as following:

-
The following information may be exposed by RAN:

-
QNC for GBR QoS Flow: data rate cannot be guaranteed;
-  RAN provides the congestion information to PSA UPF enabling PSA UPF to perform API exposure towards the AF and ECN marking for L4S;

-
AF uses Nnef_AFSessionWithQoS to subscribe the above exposure to NEF/PCF, same as local exposure mechanism defined in TS 23.548 [61].

-
Exposure path of Network Exposure defined in clause 6.4 of TS 23.548 [61] is reused with extensions of GTP-U header and UPF/L-NEF services to exposure the above information.

-
Exposure path of RAN/UPF reporting congestion level information via SMF/PCF/NEF is also supported.

The following bullet points summarize the principles for the way forward to support exposure for other network information:

-
Data rate, delay difference and round trip delay of QoS flow may be exposed to AF.

-
Data rate may be measured and exposed by PSA UPF. Exposure path defined in clause 6.4 of TS 23.548 [61] is reused to expose the above information. Exposure path of UPF reporting via SMF/PCF/NEF is also supported.
-
The RAN may support exposing the above data rate information via SMF/PCF/NEF.
-  AF may request to be notified when the delay difference between two QoS Flows exceeds a threshold. The delay measurement for individual QoS Flows is based on QoS monitoring in clause 5.33.3 of TS 23.501.

-  Round trip delay for multiple QoS flows of the XR service (e.g. the UL and DL are separated into two flows) can be obtained and exposed by the PSA UPF via the exposure path defined in clause 6.4 of TS 23.548 [61] or via SMF/PCF/NEF.

-
mobility event in UE connected mode (e.g. Handover event) is exposed to AF.

-
Estimated bandwidth for 5QI may be exposed by NWDAF (according to information described in clause 6.9.2 in TS 23.288 [59]) to AF.

* End of change * 
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